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Preface 
This book is compiled for anyone with keen interest, people who want to cover the necessary theory and want to 

learn the Artificial Intelligence, Data Science and Deep Learning Technology Jargons and want to understand the 

basics of the workload vertical. 

The book however is arranged into gradual upskilling for the concepts, Beginner, Intermediate and Advance and 

finishes at references and citations. 

The minimum coding is used in the book on purpose to make it readable and consumable for larger audience, 

however there is a GitHub (https://meetnavpk.github.io) hosted site where all the examples will be loaded in same 

format Beginner to Advance for various implementation libraries, CNTK, Eclipse Deeplearning4J and Tensorflow 

https://meetnavpk.github.io/
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with implementation languages Java, Python and R. The examples are well documented themselves with How To 

guides to make them consume at your own pace and are / will be kept well up to date.  

The aim is to keep the volume of the book no more than 150 pages and open source and regularly updated with 

field changes via adoptions. 

Division of chapters are as following: 

• Chapter 1 – 3 are for Beginners  

• Chapter 4 – 5 are for Intermediate  

• Chapter 6 and Appendix for Experts 
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Modern AI Quotes 
The Core Currency of any business going forward will be the ability to convert their Data into AI that drives com-

petitive advantage. 

Every Developer can be an AI Developer, and Every Company can become an AI Company. 

I believe over the next decade computing will become even more ubiquitous and intelligence will become ambient. 

This will be made possible by an ever-growing network of connected devices, incredible computing capacity from 

the cloud, insights from big data, and intelligence from machine learning. 

Satya Nadella 

Microsoft CEO 

 

 

  



Revision 1.0 (2018/05/18) 

 

 

11 of 152 

 

Introduction 
Artificial intelligence and machine learning, are at the top of the list of new technologies that enterprises want to 

embrace for all kinds of reasons. But it all reduces to the same problem: Sorting through the increasing amounts 

of data coming into their environments and finding patterns that will help them to run their businesses more 

efficiently, to make better businesses decisions, and ultimately to make more money. 

Artificial Intelligence Needs Big Data, and Big Data Needs AI 

The cloud has created a democratised platform where everyone has access to the same compute, storage, and 

analytics. The real differentiator for enterprises will be the data they generate, and more importantly, the value 

the enterprises derive from that data. Given that, it will be data that businesses compete on, and the challenge 

there will be who will have the best data, be able to most quickly derive the best insight and make the best busi-

ness decisions based on those insights. 

Artificial intelligence and big data have formed a truly symbiotic relationship, and they need each other to bring 

to fruition what both are promising.  

To further illustrate that artificial intelligence and big data are intertwined, consider these recent quotes from two 

highly regarded thought leaders in this space: 

“Throughout the business world, every company these days is basically in the data business, and they’re going to 

need AI to civilize and digest big data and make sense out of it.” (Kevin Kelly, co-founder of Wired) 

“In the past, AI’s growth was stunted due to limited data sets, representative samples of data rather than real-

time, real-life data and the inability to analyse massive amounts of data in seconds. Today, there’s real-time, al-

ways-available access to the data and tools that enable rapid analysis. This has propelled AI and machine learning 

and allowed the transition to a data-first approach. Our technology is now agile enough to access these colossal 

datasets to rapidly evolve AI and machine-learning applications.” (Bernard Marr, noted AI author and speaker). 

For now, 99% of the economic value created by AI comes from supervised learning systems, according to Ng, an 

AI thought leader and an adjunct professor of computer science at Stanford University. These algorithms require 

human teachers and tremendous amounts of data to learn. It's laborious, but a proven process. 

AI algorithms, for example, can now recognize images of cats, although they required thousands of labelled images 

of cats to do so; and they can understand what someone is saying, although leading speech recognition systems 

needed 50,000 hours of speech -- and their transcripts -- to do so. 

Data is the competitive differentiator for what AI can do today -- not algorithms, which, once trained, can be 

copied. 

"There's so much open source, word gets out quickly, and it's not that hard for most organizations to figure out 

what algorithms organizations are using," said Ng. 

Platforms 
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Enterprises like Google, Facebook, LinkedIn and Microsoft have for several years embraced data-driven AI and 

machine learning techniques and built their own internal frameworks and platforms that enable them to quickly 

take advantage of them. But as the technologies began to cascade into more mainstream enterprises, the com-

plexity of software and systems were throwing obstacles in front of initiatives aimed at leveraging AI and machine 

learning for the good of the business.  

There are myriad frameworks on the market that enterprises can take advantage of, from Azure ML, TensorFlow, 

Shogun and Theano libraries and Torch and Caffe frameworks to the Apache Singa and Vele platforms. The prob-

lem is that many enterprises don’t have the time or resources to pull all that together themselves to create enter-

prise-grade, easy-to-use systems. 

This structural mismatch of capabilities deployment means that data scientists at many of these enterprises are 

spending so much time pulling together the systems themselves – configuring and managing the databases and 

data management systems – that they’re aren’t doing what their jobs demand, which is coding and building algo-

rithms that will enable their businesses to take advantage of AI and machine learning. You need effective toolsets 

to try to bring valued-added data and leverage ML to operate more efficiently as a business and you don’t have 

the effective toolset on the operational side to support this 

What is needed are commercial platforms that automate and operationalize the processes around AI that take 

much of the grunt work out of building the systems out of their hands; where they can put this in a mission-critical 

way, and not forcing mathematicians to do process supervision or to deploy microservices.  

Microsoft provides the platforms that solved these issues, where a lot of the repeated patterns of building out an 

ML pipeline are systematized and done in a way that you could leverage system engineers for the operational 

infrastructure and let data scientists focus on the data science. What is meant by operational is that within a 

unified platform, you’re able to do data cleansing, intergeneration model training, model evaluation and model 

deployment and audit?  

This is the most efficient use of the data science team’s time and the best use of the entire enterprise’s time 

because the things that are being deployed and being used are being managed in an operational context. 

As enterprises get more comfortable with the idea of leveraging AI and machine learning, demand for automated 

platforms also grows, fuelled in part by the widespread development and availability of open-source tools. This, 

in turn, is also cascading down to mid-tier and smaller enterprises. 

Now ML platforms and the open source frameworks like Anaconda’s Python distribution are all out there and are 

rapidly improving with more and more programmers out there who know how to leverage them. This is bringing 

down the bar on the math side, where you don’t really have to know about the innards of the machinery, you can 

just understand how it fits into a broader ensemble that you’re trying to build. As that barrier to entry from the 

mathematical and the library perspective is dramatically reduced, it’s opening it up to thinking about ML and how 

they can use it from a development standpoint. Ten years ago, if you were building an ML pipeline you’d have to 

get deep into math and understand what’s going on and sometimes build out you're own computational or algo-

rithmic primitive. Now that’s taken care of. 
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Artificial intelligence is no longer the exclusive domain of PhDs. Now, thanks to a new generation of easier-to-use 

tools and platforms, tech professionals can start building and deploying AI solutions within their projects. Today 

the idle ground where big data analytics is finally within reach of the average engineer or programming techie, 

there is now a large middle ground where smart non-data scientists can be very productive with applied machine 

learning even on big and real-time data streams. To achieve the big data and AI goals, you still need to understand 

extract, transform and load concepts and what machine learning is and can do, but you certainly don’t need to 

program low-level parallel linear algebra in MapReduce anymore. 
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Chapter 01 – General Theory of Data Science 
What is Analytics? 

Traditional Analytics 
Business Information resulting from the systematic analysis of data or statistics 

Traditional Analytics is the discovery, interpretation, and communication of meaningful patterns in data. Especially 

valuable in areas rich with recorded information, analytics relies on the simultaneous application of statistics, 

computer programming and operations research to quantify performance. 

Advanced Analytics 
A broad category of inquiry that can be used to help drive changes and improvements in business practices... 

Predictive analytics, data mining, big data analytics, and location intelligence are just some of the analytical 

categories that fall under the heading of advanced analytics 

Advanced Analytics is the autonomous or semi-autonomous examination of data or content using sophisticated 

techniques and tools, typically beyond those of traditional business intelligence (BI), to discover deeper insights, 

make predictions, or generate recommendations. 

Analytics Type Comparison 

Descriptive Analytics 

Business Intelligence and Data Mining 

The simplest class of analytics which allows you to condense data into more useful nuggets of information. What 

is happening now based on incoming data. To mine the analytics, you typically use a real-time dashboard and/or 

email reports. 

Diagnostic Analytics 
Root-Cause Analysis 
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 A look at past performance to determine what happened and why. The result of the analysis is often an analytic 

dashboard. 

Predictive Analytics 
Forecasting 

It can only what might happen in future because it is probabilistic in nature. An analysis of likely scenarios of what 

might happen. The deliverables are usually a predictive forecast. 

Prescriptive Analytics 
Simulation & Optimisation 

It helps you achieve the best outcomes and helps understanding how by adding spice to manipulate the future. 

This type of analysis reveals what actions should be taken. This is the most valuable kind of analysis and usually 

results in rules and recommendations for next steps. 

Data Science (DS) 
Data science is the discipline of drawing conclusions from data using computation. There are three core as-

pects of effective data analysis: exploration, prediction, and inference 

Data science is an interdisciplinary field about processes and systems to extract knowledge or insights from data 

in various forms, either structured, semi-structured, unstructured or multi-structured, which is a continuation of 

some of the data analysis fields such as Mathematics, Statistics, Artificial Intelligence, Machine Learning, Deep 

Learning, Data Mining & Predictive Analytics, like Knowledge Discovery in Databases (KDD). 

What is Data Science? 
As Data Science is an interdisciplinary field of processes and systems to extract knowledge or insights from data in 

various forms, either structured or unstructured. Data science is concerned with extracting knowledge and insights 

from a wide variety of data sources to analyse patterns or predict future behaviour. It draws from a wide array of 

disciplines including statistics, computer science, mathematics, machine learning, and data mining. 

Data science is not a single science as much as it is a collection of various scientific disciplines integrated for ana-

lysing data. These disciplines include various statistical and mathematical techniques, including: 

• Computer science 

• Data engineering 

• Visualization 

• Domain-specific knowledge and approaches 
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There are tons of blogs, articles, diagrams, and other information channels that aim to define this new and still-

fuzzy term ‘Data Science,’ and it will still be some years before we achieve consensus. At least, for now, there is 

some agreement surrounding the main ingredients; Drew Conway summarizes them nicely in this Venn diagram: 

• Statistics is perhaps the most obvious component, as Data Science is partially about analysing data using 

summary statistics (e.g., averages, standard deviations, correlations, etc.) and more complex mathemat-

ical tools. This is supplemented by 

• Machine learning which is defined as a “Field of study that gives computers the ability to learn without 

being explicitly programmed”. Machine learning explores the study and construction of algorithms that 

can learn from and make predictions on data. Such algorithms operate by building a model from example 

inputs to make data-driven predictions or decisions. Typically, the output of Machine Learning is a certain 

number of features that are important to a given business problem. It can provide insight when evaluated 

in the context of 

• Domain Knowledge and therefore essential to identify and explore the questions that will drive business 

actions. It is the one ingredient that’s not generalizable across different segments of the industry (disci-

plines or domains) and as such, a Data Scientist must acquire new Domain Knowledge for each new prob-

lem that she/he encounters. 

Tasks of Data Science 
Basic data science tasks are:  

• Data collection 

• Data Cleaning 

• Data Analysis 

o Statistical Techniques 

o Machine Learning 

o Neural Networks 

o and Deep Learning 

• and Data Visualization 

Data Scientist 
An individual employed to Analyse & Interpret Complex Digital Data, such as the usage statistics of a website, 

especially to Assist a Business in its Decision-Making. 
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With the advent of cheaper storage technology, more and more data has been collected and stored permitting 

previously unfeasible processing and analysis of data. With this analysis came the need for various techniques to 

make sense of the data. These large sets of data, when used to analyse data and identify trends and patterns, 

become known as big data. 

This, in turn, gave rise to cloud computing and concurrent techniques such as map-reduce, which distributed the 

analysis process across many processors, taking advantage of the power of parallel processing. 

The process of analysing big data is not simple and evolves to the specialization of developers who were known 

as data scientists. Drawing upon a myriad of technologies and expertise, they can analyse data to solve problems 

that previously were either not envisioned or were too difficult to solve. 

"Silicon Valley technology companies are hiring data scientists to help them glean insights from the terabytes of 

data that they collect every day". 
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Data scientists use their data and analytical ability to find and interpret rich data sources; manage large amounts 

of data despite hardware, software, and bandwidth constraints; merge data sources; ensure consistency of da-

tasets; create visualizations to aid in understanding data; build mathematical models using the data; and present 

and communicate the data insights/findings. 

The route to becoming a data scientist is not an easy one as Swami Chandrasekaran illustrates in Becoming a Data Scientist – Curriculum via 

Metro map. 

Why would you hire a data scientist? 
So, all this talk about data science is great and all, but why should you hire one, Because, A data scientist can help 

you turn raw data into information. 

The Data Science Process 
So now that you have a good understanding of what a data scientist can do for you. What are the steps in a data 

science project? 

• Ask an interesting question 

• Get the data 

• Explore the data 

• Model the data 

• Communicate and visualize the results 

http://kalma-analytics.com/what-is-data-science/
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AI Practice Evaluation Criteria 

PDM/PTS

Has Data 
Practice

No
Has another 

practice?
No Give up

Yes

Knows where 
data is?

No
Data 

Landscaping 
Session

Yes

Data Practice 
Envisioning Session

Build Data Practice

AI Envisioning 
Session

Has AI 
activation 

points?
NoGive Up

1

2

Yes

Has AI Practice?No

Yes

GTM/Sell With

Yes

Scoping/Art of the 
possible session

Skills Evaluation

Have Skills No Enablement Plan

Self Learning/ Learning 
Partner/ PPE/Train the 
Trainer/MooC/Exams/

Certifications/Lab

Yes

Have Customer 
Opportunity?

No Hackathon

Customer POC & 
Solution unblocking.

GTM/Sell With

4

3

3

5

Get Customer
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Problems solved using Data Science 
The various data science techniques that we will illustrate have been used to solve a variety of problems. Many of 

these techniques are motivated to achieve some economic gain, but they have also been used to solve many 

pressing social and environmental problems. 

Problem domains where these techniques have been used include finance, optimizing business processes, under-

standing customer needs, performing DNA analysis, foiling terrorist plots, and finding relationships between trans-

actions to detect fraud, among many other data-intensive problems. 

Data Science Approach 
Data science is concerned with the processing and analysis of large quantities of data to create models that can 

be used to make predictions or otherwise support a specific goal. This process often involves the building and 

training of models. The specific approach to solve a problem is dependent on the nature of the problem. However, 

in general, the following are the high-level tasks that are used in the analysis process: 

• Acquiring the data before we can process the data, it must be acquired. The data is frequently stored in 

a variety of formats and will come from a wide range of data sources. 

• Cleaning the data Once the data has been acquired, it often needs to be converted to a different format 

before it can be used. In addition, the data needs to be processed or cleaned, to remove errors, resolve 

inconsistencies, and otherwise put it in a form ready for analysis. 

• Analysing the data This can be performed using many techniques including: 

o Statistical analysis This uses a multitude of statistical approaches to provide insight into data. It 

includes simple techniques and more advanced techniques such as regression analysis. 

o AI analysis These can be grouped as machine learning, neural networks, and deep learning tech-

niques: 

▪ Machine learning approaches are characterized by programs that can learn without be-

ing specifically programmed to complete a specific task Neural networks are built around 

models patterned after the neural connection of the brain Deep learning attempts to 

identify higher levels of abstraction within a set of data. 

• Text analysis This is a common form of analysis, which works with natural languages to identify features 

such as the names of people and places, the relationship between parts of the text, and the implied mean-

ing of the text. 

• Data visualization This is an important analysis tool. By displaying the data in a visual form, a hard-to-

understand set of numbers can be more readily understood. 

• Video, image, and audio processing and analysis This is a more specialized form of analysis, which is 

becoming more common as better analysis techniques are discovered and faster processors become 

available. This contrasts with the more common text processing and analysis tasks. Complementing this 

set of tasks is the need to develop applications that are efficient. The introduction of machines with mul-

tiple processors and GPUs contributes significantly to the result. While the exact steps used will vary by 

application, understanding these basic steps provides the basis for constructing solutions to many data 

science problems. 
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Chapter 02 – Theory of Data Science Process 
Introduction 
In Data Science, it’s often more fun and exciting to focus on the technologies, the algorithms, and visualiza-

tions in the project. But you should start with focusing on the process you’ll follow. The platform should 

always follow Process. 

The initial thought is that a Data Science project is like any other technology project. But Data Science, un-

like other IT efforts, has specific elements that are exploratory and experiment-based, which many organi-

zations are unfamiliar with.  

Enterprise data science teams are generally quite diverse, comprising of individuals with varied back-

grounds and training, and often situated across geographical boundaries. Standardizing on data science 

projects and project artefacts can, therefore, be a particularly important tool in improving collaboration, 

consistency and efficiency across such teams. 

So how do you explain the project, implement it, and keep it on track? A process is needed. A process spec-

ifies a detailed sequence of activities necessary to perform specific business tasks. It is used to standardize 

procedures and establish best practices. Processes give you a place to start, a roadmap, and a way to ex-

plain to your stakeholders what you’re going to do and the order you’ll do it. In addition, a process com-

presses information into shorter information so that you can keep tabs as you work through it. Then you 

can decompress that information for each step, assign it to the right people and teams, and parallelize work 

where possible. So, it’s important to think through a process, create and edit it, test it, and adjust based on 

reality. It doesn’t mean you *have* to follow it – but it gives you a defined way to start. 

A recent Forrester study to explore the use of big data analytics and data science platforms in greater 

depth. Forrester sought to quantify the impact that data science platforms have on the organizations that 

use them, and whether the use of more advanced and centralized platforms translates into better business 

results. 

Once you have these many data scientists to manage you rapidly become concerned about efficiency and 

effectiveness. That’s a huge investment in high priced talent that needs to show a good ROI. Also, in this 

environment, it’s likely that you have from several hundred to thousands of models that direct core busi-

ness functions to develop and maintain.  

It’s easy to see that if everyone is freelancing in R (or Python) that managing for consistency of approach 

and quality of outcome, not to mention the ability for collaboration around a single project is almost impos-

sible. This is what’s driving the largest companies onto common platforms with drag-and-drop consistency 

and efficiency. Much of the work that data scientists do will revolve around centralized platforms that help 

to organize not just the data and the tools, but data scientists themselves.  
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For years, the primary process a Data Scientist would follow was CRISP-DM. It’s a great process involving 

many phases you’ll recognize from Business Intelligence frameworks. The methodology itself was con-

ceived in 1996. 

"CRISP-DM remains the most popular methodology for 

analytics, data mining, and data science projects, with 

43% share in latest KDnuggets Poll, but a replacement for 

unmaintained CRISP-DM is long overdue." Industry vet-

eran Gregory Piatetsky of KDNuggets  

But there are a couple of issues with it: It is quite general 

- covers all aspects of a client project, from business un-

derstanding to final deployment of a solution and high-

lights the iterative nature of data science project phases, 

but it is just a high-level description of the phases. Does 

not help you execute a team. Hints at but does not pre-

scribe output or organization. It also assumes that every 

project will have a Machine Learning or at least predic-

tive component – not always necessary in Advanced Ana-

lytics. It is no longer being maintained and the framework itself has not been updated to address issues of 

working with new technologies, such as Big Data and the team nature of things. CRISP-DM also neglects as-

pects of decision making. 

This led Microsoft to invent the Team Data Science Process (TDSP), a process to make enterprise DS teams 

more efficient. It handles the same kind of work as the CRISP-DM but adds in other phases and fleshes out 

the team aspect of the process. 
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It’s an open source agile, iterative, data science methodology to improve collaboration and team learning. 

The launch of the methodology is accompanied by a set of utilities meant to help companies better organ-

ize its data. 

Its aimed at including Big Data as a data source. As previously stated, the Data Understanding can be more 

complex. But in an Advance Analytics project, there are lots of things that can be done by a team, not all of 

whom are 6-year PhD’s in Machine Learning – such as Data Wrangling, visualizations, and other steps. 

TDSP is an agile, iterative, data science process for executing and delivering machine learning and advanced 

analytics solutions. It is designed to improve collaboration and efficiency in enterprise data science teams. 

TDSP has four components:  

• A standard data science lifecycle definition. 

• A standardized project structure, including project documentation and reporting templates. A 

standard project structure, including a well-defined directory hierarchy and a list of output arte-

facts in a standard document template structure that is stored in a versioned repository. 

• A shared and distributed analytics infrastructure for project execution, e.g. compute and storage 

infrastructure, code repositories, etc. 

• Tools for data science project tasks, e.g. collaborative version control and code review, data explo-

ration and modelling, work planning, etc. These simplify adherence to the process by automatically 

producing project artefacts and providing scripts for common tasks such as the creation and man-

agement of repositories and shared analytics resources. 

We have a 2-day workshop with hands-on activities that develop proficiency in AI-oriented workflows leveraging 

Azure Machine Learning Workbench and Services, the Team Data Science Process, Visual Studio Team Services, 

and Azure Container Services. These labs assume an introductory to intermediate knowledge of these services, 

and if this is not the case, then you should spend the time working through the pre-requisites. 

https://azure.github.io/LearnAI-Bootcamp/proaidev_bootcamp 

TDSP resources on Azure 

We provide documentation and end-to-end data science process walkthroughs and templates using differ-

ent platforms and tools on Azure, such as Azure ML, HDInsight, Microsoft R server, SQL-server, Azure Data 

Lake etc. 

Here are instructions on how to execute data science life cycle steps in Azure ML. 

https://github.com/Azure/Microsoft-TDSP
https://github.com/Azure/Microsoft-TDSP/blob/master/Docs/lifecycle-detail.md
https://github.com/Azure/Azure-TDSP-ProjectTemplate
https://azure.github.io/LearnAI-Bootcamp/proaidev_bootcamp
https://azure.microsoft.com/en-us/documentation/learning-paths/data-science-process
https://azure.microsoft.com/en-us/
https://azure.microsoft.com/en-us/documentation/learning-paths/data-science-process
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Understanding the Process of Collecting, Cleaning, Analysis, Modelling and Visualizing 
Data  
 

As data scientists work on huge sets of apparently disparate information to unveil surprising insights in fields as 

varied as accounting and law enforcement, the process they follow is a mystery to most outside the field. 

Your car insurance costs less if you pay your bill on time. That’s because insurance industry data scientists found 

that people that pay bills promptly are less likely to be in accidents. How did they even think to ask that ques-

tion? How did they accumulate the accident data and compare it to the billing information to establish the corre-

lation? What other revelations are buried in those numbers? 

Still, it’s not the mysteries they unveil so much as that process itself that defines the field of data science.  

In the past business and government turned to statisticians for answers when big numbers were involved. But 

large and complex datasets, representational reporting challenges, and data-driven inquiry all wrought changes 

that made “statistics” an outmoded description of what researchers were doing. 

In 1997, University of Michigan statistics professor C.F. Jeff Wu went through the trouble of setting down what 

distinguished the modern practices that were evolving from traditional aspects of statistics. In a talk, he titled 

“Statistics = Data Science?” He both gave data science its name and outlined the basic process that describes the 

field today. 

He identified three aspects of data science which differentiate it from pure statistics: 

• Data Collection 

• Data Modelling and Analysis 

• Problem Solving and Decision Support 

But while those three steps provide a high-level overview of what data scientists do daily, there’s still a lot of 

mystery when it comes to the details of the process. 

 

The data science process is a recursive one; arriving at the end will take a good data scientist back to the begin-

ning again to refine each of the steps based on the information they uncovered. 

But each round begins with a question. 
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Step 1. Ask an Interesting Question 

Whether it originates in the mind of the investigating data scientist or as a request from other parties, every in-

quiry starts as a question to be answered. 

Is there a business goal to achieve? 

Some object of scientific interest that would be helpful to discover. 

What parameters would the ideal answer fulfil? 

Step 2. Design a Data Collection Program 

In many cases, data scientists work with existing data sets collected during other investigations. But the way that 

data is gathered and stored can limit the questions that may be answered from it and relevant data is not always 

immediately available. 

With the question in mind, the data scientist will decide how to gather the information required to answer it: 

• Establish whether the data exists in the real world and is relevant to the question 

• Devise a collection scheme to acquire it 

• Logistical considerations 

• Cost? 

• Privacy issues. 

• Coordinate with departments or agencies needed for collection program liaison 

Step 3. Collect and Review the Data 

Even the best-designed data collection system will result in some quirks and oddities in the data as it becomes 

available– typos, falsification, or frequently misunderstood questions on badly designed forms can all present 

data sets that are less than factual. 

As the data is collected, the data scientist will review it to revisit the collection program and get a feel for the 

set: 

• Store the incoming data in a way that will allow further modelling and reporting 

• Join data from multiple sources in a relevant and logical manner 

• Check for anomalies or unusual patterns caused by the collection process itself, or do they reflect 

the topic of investigation? Possible to correct, or do they require a new collection scheme? 

Step 4. Process the Data 

Either due to anomalies found in step 3 or just the general and common necessity of cleaning up messy raw 

data, the data scientist will have to “wrangle” it before moving further into the modelling process. 
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Also known as “munging” this hard-to-define step is one of the ways that data scientists make the magic hap-

pen—bringing skills and intuition to bear to take messy, incoherent information and shuffle it into clean, accessi-

ble sets. 

Decide on the tools to use to comb through the raw data 

Tools: ML workbench, R, Python, SQL 

Devise scripts to correct issues or reformat the data 

Store the munged data as a fresh data set or use programmatic pre-processing for each subsequent query 

Step 5. Model and Analyse the Data Sets 

With all the important groundwork complete, the data scientist will get down to the fun stuff— diving into a 

clean data set and applying the pick-and-shovel algorithms that will pluck meaning from it: 

• Build a data model to fit the question 

• Validate the model against the actual collected data 

• Perform the necessary statistical analyses 

• Machine-learning or recursive analysis 

• Regression testing and other classical statistical analysis techniques 

• Compare results against other techniques or sources 

Step 6. Visualize and Communicate the Results 

The most challenging part of the data scientist’s job is taking the results of the investigation and presenting them 

to the public or internal consumers of information in a way that makes sense and can be easily communicated: 

Graph or chart the information for presentation 

• Interactive, allowing users to explore directly? 

• Tools: R, Python, Tableau, Excel, Power BI 

Tell a story to fit the results 

Interpret the data to describe the real-world sources in a plausible manner 

Assist decision-makers in using the results to drive their decisions 

• Answer follow-up questions 

• Present the same data in different formats for specific purposes: reports, websites, compliance pur-

poses 

The process is rarely linear. Each step can push a data scientist back to previous steps before reaching the end of 

the process, forcing them to revisit their methods, techniques, or even to reconsider whether the original ques-

tion was the right one in the first place. 
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And, having finally come to a definitive result, the data scientist will almost always find that the answer simply 

sparks more questions: the process begins again! 

Example case study: 
In this section, this process demonstrated through an example case study: 

When a non-technical supervisor asks you to solve a data problem, the description of your task can be quite am-

biguous at first. It is up to you, as the data scientist, to translate the task into a concrete problem, figure out how 

to solve it and present the solution back to all your stakeholders. We call the steps involved in this workflow the 

“Data Science Process.” This process involves several important steps: 

Frame the problem: Who is your client? What exactly is the client asking you to solve? How can you translate 

their ambiguous request into a concrete, well-defined problem? 

Collect the raw data needed to solve the problem: Is this data already available? If so, what parts of the data 

are useful? If not, what more data do you need? What kind of resources (time, money, infrastructure) would it 

take to collect this data in a usable form? 

Process the data (data wrangling): Real, raw data is rarely usable out of the box. There are errors in data collec-

tion, corrupt records, missing values and many other challenges you will have to manage. You will first need to 

clean the data to convert it to a form that you can further analyse. 

Explore the data: Once you have cleaned the data, you must understand the information contained within at a 

high level. What kinds of obvious trends or correlations do you see in the data? What are the high-level charac-

teristics and are any of them more significant than others? 

Perform in-depth analysis (machine learning, statistical models, algorithms): This step is usually the meat of 

your project, where you apply all the cutting-edge machinery of data analysis to unearth high-value insights and 

predictions. 

Communicate results of the analysis: All the analysis and technical results that you produce are of little value 

unless you can explain to your stakeholders what they mean, in a way that’s comprehensible and compelling. 

Data storytelling is a critical and underrated skill that you will build and use here. 

So how can you help the VP of Sales at hotshot.io? In the next few sections, we will walk you through each step 

in the data science process, show you how it plays out in practice.  

 

Step 1 of 6: Frame the problem (a.k.a. “ask the right questions”) 

The VP of Sales at hotshot.io, where you just started as a data scientist, has asked you to help optimize the sales 

funnel and improve conversion rates. Where do you start? 

• You start by asking a lot of questions. 

• Who are the customers, and how do you identify them? 

• What does the sales process look like right now? 
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• What kind of information do you collect about potential customers? 

• What are the different tiers of service right now? 

Your goal is to get into your client’s (the VP in this case) head and understand their view of the problem as well 

as you can. This knowledge will be invaluable later when you analyse your data and present the insights you find 

within. 

Once you have a reasonable grasp of the domain, you should ask more pointed questions to understand exactly 

what your client wants you to solve. For example, you ask the VP of Sales, “What does optimizing the funnel look 

like for you? What part of the funnel is not optimized right now?” 

She responds, “I feel like my sales team is spending a lot of time chasing down customers who won’t buy the 

product. I’d rather they spent their time with customers who are likely to convert. I also want to figure out if 

there are customer segments who are not converting well and figure out why that is.” 

Bingo! You can now see the data science in the problem. Here are some ways you can frame the VP’s request for 

data science questions: 

1. What are some important customer segments? 

2. How do conversion rates differ across these segments? Do some segments perform significantly better 

or worse than others? 

3. How can we predict if a prospective customer is going to buy the product? 

4. Can we identify customers who might be on the fence? 

5. What is the return on investment (ROI) for different kinds of customers? 

Spend a few minutes and think about any other questions you’d ask. 

Now that you have a few concrete questions, you go back to the VP Sales and show her your questions. She 

agrees that these are all important questions but adds: “I’m particularly interested in having a sense of how likely 

a customer is to convert. The other questions are pretty interesting too!” You make a mental note to prioritize 

questions 3 and 4 in your story. 

The next step for you is to figure out what data you have available to answer these questions. Stay tuned, we’ll 

talk about that next time! 

Step 2 of 6: Collect the right data 

You’ve decided on your very first data science project for hotshot.io: predicting the likelihood that a prospective 

customer will buy the product. 

Now’s the time to start thinking about data. What data do you have available to you? 

You find out that most of the customer data generated by the sales department are stored in the company’s 

CRM software, and managed by the Sales Operations team. The backend for the CRM tool is a SQL database with 

several tables. However, the tool also provides a very convenient web-based API that returns data in the popular 

JSON format. 
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What data from the CRM database do you need? How should you extract it? What format should you store the 

data in to perform your analysis? 

You decide to roll up your sleeves and dive into the SQL database. You find that the system stores detailed iden-

tity, contact and demographic information about customers, in addition to details of the sales process for each 

of them. You decide that since the dataset is not too large, you’ll extract it to CSV files for further analysis. 

As an ethical data scientist concerned with both security and privacy, you are careful not to extract any person-

ally identifiable information from the database. All the information in the CSV file is anonymized and cannot be 

traced back to any specific customer. 

In most data science industry projects, you will be using data that already exists and is being collected. Occasion-

ally, you’ll be leading efforts to collect new data, but that can be a lot of engineering work and it can take a while 

to bear fruit. 

Well, now you have your data. Are you ready to start diving into it and cranking out insights? Not yet. The data 

you have collected is still ‘raw data’ — which is highly likely to contain mistakes, missing and corrupt values. Be-

fore you draw any conclusions from the data, you need to subject it to some data wrangling, which is the subject 

of our next section. 

Step 3 of 6: How to process (or “wrangle”) your data 

As a brand-new data scientist at hotshot.io, you’re helping the VP of Sales by predicting which prospective cus-

tomers are likely to buy the product. To do so, you’ve extracted data from the company’s CRM into CSV files. 

But, despite all your work, you’re not ready to use the data yet. First, you need to make sure the data is clean! 

Data cleaning and wrangling often take up the bulk of time in a data scientist’s day-to-day work, and it’s a step 

that requires patience and focus. 

First, you need to look through the data that you’ve extracted and made sure you understand what every col-

umn means. One of the columns is called ‘FIRST_CONTACT_TS’, representing the date and time the customer 

was first contacted by hotshot.io. You automatically ask the following questions: 

• Are there missing values i.e. being there customers without a first contact date? If not, why not? Is that 

a good or a bad thing? 

• What’s the time zone represented by these values? Do all the entries represent the same time zone? 

• What is the date range? Is the date range valid? For example, if hotshot.io has been around since 2011, 

are there dates before 2011? Do they mean anything special or are they mistakes? It might be worth 

verifying the answer with a member of the sales team. 

Once you have uncovered missing or corrupt values in your data, what do you do with them? You may throw 

away those records completely, or you may decide to use reasonable default values (based on feedback from 

your client). There are many options available here, and as a data scientist, your job is to decide which of them 

makes sense for your specific problem. 
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You’ll have to repeat these steps for every field in your CSV file: you can begin to see why data cleaning is time-

consuming. Still, this is a worthy investment of your time, and you patiently ensure that you get the data as 

clean as possible. 

This is also a time when you make sure that you have all the critical pieces of data you need. To predict which 

future customers will convert, you need to know which customers have converted in the past. Conveniently 

enough, you find a column called ‘CONVERTED’ in your data, with a simple ‘Yes/No’ value. 

Finally, after a lot of data wrangling, you’re done cleaning your dataset, and you’re ready to start drawing some 

insights from the data. Time for some exploratory data analysis! 

Step 4 of 6: Explore your data 

You’ve extracted data and spent a lot of time cleaning it up. 

And now, you’re finally ready to dive into the data! You’re eager to find out what information the data contains, 

and which parts of the data are significant in answering your questions. This step is called exploratory data anal-

ysis. 

What are some things you’d like to explore? You could spend days and weeks of your time aimlessly plotting 

away. But you don’t have that much time. Your client, the VP of Sales, would love to present some of your re-

sults at the board meeting next week. The pressure is on! 

You look at the original question: predict which prospects are likely to convert. What if you split the data into 

two segments based on whether the customer converted or not and examine differences between the two 

groups? Of course! 

Right away, you start noticing some interesting patterns. When you plot the age distributions of customers on a 

histogram for the two categories, you notice that there are many customers in their early 30s who seem to buy 

the product and far fewer customers in their 20s. This is surprising since the product targets people in their 20s. 

Hmm, interesting … 

Furthermore, many of the customers who convert were targeted via email marketing campaigns as opposed to 

social media. The social media campaigns make little difference. It’s also clear that customers in their 20s are 

being targeted mostly via social media. You verify these assertions visually through plots, as well as by using 

some statistical tests from your knowledge of inferential statistics. 

The next day, you walk up to the VP of Sales at her desk and show her your preliminary findings. She’s intrigued 

and can’t wait to see more! We’ll show you how to present your results to her in our next section. 

Step 5 of 6: Analyse Your Data in Depth 

In the previous section, we explored a dataset to find a set of factors that could solve your original problem: pre-

dicting which customers at hotshot.io will buy the product. Now you have enough information to create a model 

to answer that question. 
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To create a predictive model, you must use techniques from machine learning. A machine learning model takes a 

set of data points, where each data point is expressed as a feature vector. 

How do you produce these feature vectors? In our EDA phase, we identified several factors that could be signifi-

cant in predicting customer conversion age and marketing method (email vs. social media). Notice an important 

difference between the two factors we’ve talked about: age is a numeric value whereas marketing method is a 

categorical value. As a data scientist, you know how to treat these values differently and how to correctly con-

vert them to features. 

Besides features, you also need labels. Labels tell the model which data points correspond to each category you 

want to predict. For this, you simply use the CONVERTED field in your data as a Boolean label (converted or not 

converted). 1 indicates that the customer converted, and 0 indicates that they did not. 

Now that you have features and labels, you decide to use a simple machine learning classifier algorithm called 

logistic regression. A classifier is an instance of a broad category of machine learning techniques called ‘super-

vised learning,’ where the algorithm learns a model from labelled examples. Contrary to supervised learning, 

unsupervised learning techniques extract information from data without any labels supplied. 

You choose logistic regression because it’s a technique that’s simple, fast and it gives you not only a binary pre-

diction about whether a customer will convert or not but also a probability of conversion. You apply the method 

to your data, tune the parameters, and soon, you’re jumping up and down at your computer. 

The VP of Sales is passing by, notices your excitement and asks, “So, do you have something for me?” And you 

burst out, “Yes, the predictive model I created with logistic regression has a TPR of 95% and an FPR of 0.5%!” 

She looks at you as if you’ve sprouted a couple of extra heads and are talking to her in Martian. 

You realize you haven’t finished the job. You need to do the last critical step, which is making sure that you com-

municate your results to your client in a way that is compelling and comprehensible for them. 

Step 6 of 6: Visualize and Communicate Your Findings 

You now have an amazing machine learning model that can predict, with high accuracy, how likely a prospective 

customer is to buy Hotshot’s product. But how do you convey its awesomeness to your client, the VP of Sales? 

How do you present your results to her in a form that she can use? 

Communication is one of the most underrated skills a data scientist can have. While some of your colleagues 

(engineers, for example) can get away with being siloed in their technical bubbles, data scientists must be able 

to communicate with other teams and effectively translate their work for maximum impact. This set of skills is 

often called ‘data storytelling.’ 

So what kind of story can you tell based on the work you’ve done so far? Your story will include important con-

clusions that you can draw based on your exploratory analysis phase and the predictive model you’ve built. Cru-

cially, you want the story to answer the questions that are most important to your client! 
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First and foremost, you take the data on the current prospects that the sales team is pursuing, run it through 

your model, and rank them in a spreadsheet in the order of most to least likely to convert. You provide the 

spreadsheet to your VP of Sales. 

Next, you decide to highlight a couple of your most relevant results: 

Age: We’re selling a lot more top prospects in their early 30s, rather than those in their mid-20s. This is 

unexpected since our product is targeted people in their mid-20s! 

Marketing methods: We use social media marketing to target people in their 20s, but email campaigns 

to people in their 30s. This appears to be a significant factor behind the difference in conversion rates. 

The following week, you meet with her and walk her through your conclusions. She’s ecstatic about the results 

you’ve given her! But then she asks you, “How can we best use these findings?” 

Technically, your job as a data scientist is about analysing the data and showing what’s happening. But as part of 

your role as the interpreter of data, you’ll be often called upon to make recommendations about how others 

should use your results. 

In response to the VP’s question, you think for a moment and say, “Well, first, I’d recommend using the spread-

sheet with prospect predictions for the next week or two to focus on the most likely targets and see how well that 

performs. That’ll make your sales team more productive right away and tell me if the predictive model needs 

more fine-tuning. 

Second, we should also investigate what’s happening with our marketing and figure out whether we should be 

targeting the mid-20s crowd with email campaigns or making our social media campaigns more effective.” 

The VP of Sales nods enthusiastically in agreement and immediately sets you up for a meeting with the VP of 

Marketing so you can demonstrate your results to him. Moreover, she asks you to send a couple of slides sum-

marizing your results and recommendations, so she can present them at the board meeting. 

You’ve successfully finished your first data science project at work, and you finally understand what your men-

tors have always said: data science is not just about the techniques, the algorithms or the math. It’s not just 

about the programming and implementation. It’s a truly multi-disciplinary field, one that requires the practi-

tioner to translate between technology and business concerns. This is what makes the career path of data sci-

ence so challenging, and so valuable. 
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Chapter 03 – General Theory of Artificial Intelligence 
Artificial Intelligence (AI) 

Human Intelligence exhibited by Machines (Abstract-Thinking, Self-Reasoning & Knowledge Representation) 

The theory and development of computer systems (Self-Learning) able to perform tasks normally requiring human 

intelligence, such as visual perception, speech recognition, decision-making, and translation between languages. 

Machine Learning (ML) 
An Approach (Mathematical & Statistical) to Achieve Artificial Intelligence 

Machine learning is an application of artificial intelligence (AI) that provides systems with the ability to automati-

cally learn and improve from experience without being explicitly programmed. Machine learning focuses on the 

development of computer programs that can access data and use it learn for themselves. 

"A computer program is said to learn from experience E with respect to some class of tasks T and performance 

measure P if its performance at tasks in T, as measured by P, improves with experience E." 

Deep Learning (DL) 
A Technique for Implementing Machine Learning 

Deep learning (also known as deep structured learning or hierarchical learning) is part of a broader family of ma-

chine learning methods based on learning data representations, as opposed to task-specific algorithms. 

Relationship between AI, ML & DL 
The field of AI is broad and has been around for a long time. Deep learning is a subset of the field of machine 

learning, which is a subfield of AI  



Revision 1.0 (2018/05/18) 

 

 

34 of 152 

 

You can think of deep learning, machine learning and artificial intelligence as a set of Russian dolls nested within 

each other, beginning with the smallest and working out. Deep learning is a subset of machine learning, and ma-

chine learning is a subset of AI, which is an umbrella term for any computer program that does something smart. 

In other words, all machine learning is AI, but not all AI is machine learning, and so forth. 

Cognitive Computing (CC) 
Cognitive computing (CC) describes technology platforms that, broadly speaking, are based on the scientific disci-

plines of artificial intelligence and signal processing. These platforms encompass machine learning, reasoning, nat-

ural language processing, speech recognition and vision (object recognition), human-computer interaction, dia-

logue and narrative generation, among other technologies. 

Turing Test 
A test for intelligence in a computer, requiring that a human being should be unable to distinguish the ma-

chine from another human being by using the replies to questions put to both 

The "standard interpretation" of the Turing Test, in which player C, the interrogator, is given the task of trying to 

determine which player – A or B – is a computer and which is a human. The interrogator is limited to using the 

responses to written questions to make the determination. 

Machine Learning Versus Data Mining 
Data mining has been around for many decades, and like many terms in machine learning, it is misunderstood or 

used poorly. For the context of this book, we consider the practice of “data mining” to be “extracting information 

from data.” Machine learning differs in that it refers to the algorithms used during data mining for acquiring the 

structural descriptions from the raw data. Here’s a simple way to think of data mining: 
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▪ To learn concepts 

▪ we need examples of raw data 

▪ Examples are made of rows or instances of the data 

▪ Which show specific patterns in the data 

▪ The machine learns concepts from these patterns in the data 

▪ Through algorithms in machine learning 

Overall, this process can be considered “data mining.” 

History of AI, ML, DL & CC 

History of AI 
Beginning in the 1950s, modern AI focused on what was called strong AI, which referred to AI that could generally 

perform any intellectual task that a human could. The lack of progress in strong AI eventually led to what's called 

weak AI or applying AI techniques to narrower problems. Until the 1980s, AI research was split between these two 

paradigms. But, around 1980, machine learning became a prominent area of research, its purpose to give com-

puters the ability to learn and build models so that they could perform activities like prediction within specific 

domains. 

Building on research from both AI and machine learning, deep learning emerged around 2000. Computer scien-

tists used neural networks in many layers with new topologies and learning methods. This evolution of neural 

networks has successfully solved complex problems in various domains. 

In the past decade, cognitive computing has emerged, the goal of which is to build systems that can learn and 

naturally interact with humans. Cognitive computing was demonstrated by IBM Watson by successfully defeat-

ing world-class opponents at the game Jeopardy. 
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Foundation of AI 

AI as a Search 

Most AI can be solved through brute-force search (depth-first or breadth-first search). However, basic search 

quickly suffers considering the search space for moderate problems. One of the earliest examples of AI as the 

search was the development of a checkers-playing program. Arthur Samuel built the first such program on the 

IBM 701 Electronic Data Processing Machine, implementing an optimization to search trees called alpha-beta 

pruning. His program also recorded the reward for a specific move, allowing the application to learn with each 

game played (making it the first self-learning program). To increase the rate at which the program learned, Samuel 

programmed it to play itself, increasing its ability to play and learn. 

Samuel created software that could play checkers and adapt its strategy as it learned to associate the probability 

of winning and losing with certain dispositions of the board.  

The fundamental schema of searching for patterns that lead to victory or defeat and then recognizing and re-

inforcing successful patterns underpins machine learning and AI to this day. 

Although you can successfully apply search to many simple problems, the approach quickly fails as the number of 

choices increases. Take the simple game of tic-tac-toe as an example. At the start of a game, there are nine possible 

moves. Each move results in eight possible countermoves, and so on. The full tree of moves for tic-tac-toe contains 

(unoptimized for rotation to remove duplicates) is 362,880 nodes. If you then extend this same thought experi-

ment to chess or Go, you quickly see the downside of search. 

Perceptrons 

The Perceptron was an early supervised learning algorithm for single-layer neural networks. Given an input feature 

vector, the perceptron algorithm could learn to classify inputs as belonging to a specific class. Using a training set, 

the network's weights and bias could be updated for linear classification. The perceptron was first implemented 

for the IBM 704, and then on custom hardware for image recognition. 

As a linear classifier, the perceptron was capable of linear separable problems. The key example of the limitations 

of the perceptron was its inability to learn an exclusive OR (XOR) function. Multilayer Perceptrons solved this 

problem and paved the way for more complex algorithms, network topologies, and deep learning. 
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Clustering algorithms 

With Perceptrons, the approach was supervised. Users provided data to train the network, and then test the net-

work against new data. Clustering algorithms take a different approach called unsupervised learning. In this model, 

the algorithm organizes a set of feature vectors into clusters based on one or more attributes of the data. 

One of the simplest algorithms that you can implement in a small amount of code is called k-means. In this algo-

rithm, k indicates the number of clusters in which you can assign samples. You can initialize a cluster with a random 

feature vector, and then add all other samples to their closest cluster (given that each sample represents a feature 

vector and a Euclidean distance used to identify "distance"). As you add samples to a cluster, its centroid—that is, 

the centre of the cluster—is recalculated. The algorithm then checks the samples again to ensure that they exist 

in the closest cluster and ends when no samples change cluster membership. 

Although k-means is relatively efficient, you must specify k in advance. Depending on the data, other approaches 

might be more efficient, such as hierarchical or distribution-based clustering. 

Decision trees 

Closely related to clustering is the decision tree. A decision tree is a predictive model of observations that lead to 

some conclusion. Conclusions are represented as leaves on the tree, while nodes are decision points where an 

observation diverges. Decision trees are built from decision tree learning algorithms, where the data set is split 

into subsets based on attribute value tests (through a process called recursive partitioning). 

Consider the example in the following figure. In this data set, we can observe when someone was productive 

based on three factors. Using a decision tree learning algorithm, we can identify attributes by using a metric (one 

example is information gain). In this example, the mood is a primary factor in productivity, so the data set split 

according to whether "good mood" is Yes or No. The No side is simple: It's always non-productive. But, the Yes 

side requires us to split the data set again based on the other two attributes. The data set is colourized to illustrate 

where observations led to the leaf nodes. 



Revision 1.0 (2018/05/18) 

 

 

38 of 152 

 

A useful aspect of decision trees is their inherent organization, which gives you the ability to easily (and graphically) 

explain how you classified an item. Popular decision tree learning algorithms include C4.5 and the Classification 

and Regression Tree. 

Rules-based systems 

The first system built on rules and inference, called Dendral, was developed in 1965, but it wasn't until the 1970s 

that these so-called "expert systems" hit their stride. A rules-based system is one that stores both knowledge and 

rules and uses a reasoning system to draw conclusions. 

A rules-based system typically consists of a rule set, a knowledge base, an inference engine (using forward or 

backward rule chaining), and a user interface. In the following figure, we use a piece of knowledge ("Socrates was 

a man"), a rule ("if a man, then mortal"), and an interaction on who is mortal. 

Rules-based systems have been applied to speech recognition, planning and control, and disease identification. 

One system developed in the 1990s for monitoring and diagnosing dam stability, called Kaleidos, is still in opera-

tion today. 

History of Machine Learning 

Machine learning is a subfield of AI and computer science that has its roots in statistics and mathematical optimi-

zation. Machine learning covers techniques in supervised and unsupervised learning for applications in prediction, 

analytics, and data mining. It is not restricted to deep learning, and in this section, we explore some of the algo-

rithms that have led to this surprisingly effective approach. 
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Back-propagation 

The true power of neural networks is their multilayer variant. Training single-layer Perceptrons is straightforward, 

but the resulting network is not very powerful. The question became, how can we train networks that have mul-

tiple layers? This is where back-propagation came in. 

Back-propagation is an algorithm for training neural networks that have many layers. It works in two phases. The 

first phase is the propagation of inputs through a neural network to the final layer (called feed-forward). In the 

second phase, the algorithm computes an error and then back-propagates this error (adjusting the weights) from 

the final layer to the first. 

During training, intermediate layers of the network organize themselves to map portions of the input space to the 

output space. Back-propagation, through supervised learning, identifies an error in the input-to-output mapping 

and then adjusts the weights accordingly (with a learning rate) to correct this error. Back-propagation continues 

to be an important aspect of neural network learning. With faster and cheaper computing resources, it continues 

to be applied to larger and denser networks. 

Convolutional neural networks 

Convolutional neural networks (CNNs) are multilayer neural networks that take their inspiration from the animal 

visual cortex. The architecture is useful in various applications, including image processing. The first CNN was cre-

ated by Yann LeCun, and at the time, the architecture focused on handwritten character-recognition tasks like 

reading postal codes. 

The LeNet CNN architecture is made up of several layers that implement feature extraction, and then classification. 

The image is divided into receptive fields that feed into a convolutional layer that extracts features from the input 

image. The next step is pooling, which reduces the dimensionality of the extracted features (through down-sam-

pling) while retaining the most important information (typically through max pooling). The algorithm then per-

forms another convolution and pooling step that feeds into a fully connected, multilayer perceptron. The final 

output layer of this network is a set of nodes that identify features of the image (in this case, a node per identified 

number). Users can train the network through back-propagation. 
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The use of deep layers of processing, convolutions, pooling, and a fully connected classification layer opened the 

door to various new applications of neural networks. In addition to image processing, the CNN has been success-

fully applied to video recognition and many tasks within natural language processing. CNNs have also been effi-

ciently implemented within GPUs, greatly improving their performance. 

Long short-term memory (LSTM) 

Recall in the discussion of back-propagation. that the network being trained was feed-forward. In this architecture, 

users feed inputs into the network and propagate them forward through the hidden layers to the output layer. 

But, many other neural network topologies exist. One, which I investigate here, allows connections between nodes 

to form a directed cycle. These networks are called recurrent neural networks, and they can feed backwards to 

prior layers or to subsequent nodes within their layer. This property makes these networks ideal for time series 

data. 

In 1997, a special kind of recurrent network was created called the long short-term memory (LSTM). The LSTM 

consists of memory cells that within a network remember values for a short or long time. 

A memory cell contains gates that control how information flows into or out of the cell. The input gate controls 

when new information can flow into the memory. The forget gate controls how long an existing piece of infor-

mation is retained. Finally, the output gate controls when the information contained in the cell is used in the 

output from the cell. The cell also contains weights that control each gate. The training algorithm, commonly back-

propagation-through-time (a variant of back-propagation.), optimizes these weights based on the resulting error. 

The LSTM has been applied to speech recognition, handwriting recognition, text-to-speech synthesis, image cap-

tioning, and various other tasks. 

Deep learning 

Deep learning is a relatively new set of methods (CNN)that's changing machine learning in fundamental ways. 

Deep learning isn't an algorithm, per se, but rather a family of algorithms that implement deep networks with 
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unsupervised learning. These networks are so deep that new methods of computation, such as GPUs, are required 

to build them (in addition to clusters of compute nodes). 

This article has explored two deep learning algorithms so far: CNNs and LSTMs. These algorithms have been com-

bined to achieve several surprisingly intelligent tasks. As shown in the following figure, CNNs and LSTMs have been 

used to identify, and then describe in natural language a picture or video. 

Deep learning algorithms have also been applied to facial recognition, identifying tuberculosis with 96 percent 

accuracy, self-driving vehicles, and many other complex problems. 

However, despite the results of applying deep learning algorithms, problems exist that we have yet to solve. A 

recent application of deep learning to skin cancer detection found that the algorithm was more accurate than a 

board-certified dermatologist. But, where dermatologists could enumerate the factors that led to their diagnosis, 

there's no way to identify which factors a deep learning program used in its classification. This is called deep learn-

ing's black box problem. 

Another application, called Deep Patient, was able to successfully predict disease given a patient's medical records. 

The application proved to be considerably better at forecasting disease than physicians—even for schizophrenia, 

which is notoriously difficult to predict. So, even though the models work well, no one can reach into the massive 

neural networks to identify why. 

Cognitive computing 

AI and machine learning are filled with examples of biological inspiration. And, while early AI focused on the grand 

goals of building machines that mimicked the human brain, cognitive computing is working toward this goal. 

Cognitive computing, building on neural networks and deep learning, is applying knowledge from cognitive science 

to build systems that simulate human thought processes. However, rather than focus on a singular set of technol-

ogies, cognitive computing covers several disciplines, including machine learning, natural language processing, 

vision, and human-computer interaction. 

An example of cognitive computing is IBM Watson, Microsoft Cognitive Services, which demonstrated state-of-

the-art question-and-answer interactions on Jeopardy, but that IBM has since extended through a set of web ser-

vices. These services expose application programming interfaces for visual recognition, speech-to-text, and text-

to-speech function; language understanding and translation; and conversational engines to build powerful virtual 

agents. 

Machine Learning Relationship 
Machine learning has a relationship with several areas: 
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Statistics It uses the elements of data sampling, estimation, hypothesis testing, learning theory, and statistical-

based modeling, to name a few Algorithms and computation: It uses the basic concepts of search, traversal, par-

allelization, distributed computing, and so on from basic computer science Database and knowledge discovery: 

For its ability to store, retrieve, and access information in various formats Pattern recognition: For its ability to 

find interesting patterns from the data to explore, visualize, and predict 

Artificial intelligence Though it is considered a branch of artificial intelligence, it also has relationships with other 

branches, such as heuristics, optimization, evolutionary computing, and so on 

What is Not Machine Learning? 
It is important to recognize areas that share a connection with machine learning but cannot themselves be con-

sidered part of machine learning. Some disciplines may overlap to a smaller or larger extent, yet the principles 

underlying machine learning are quite distinct:  

• Business intelligence (BI) and reporting: Reporting key performance indicators (KPI's), querying OLAP 

for slicing, dicing, and drilling into the data, dashboards, and so on that form, the central components of 

BI are not machine learning. 

• Storage and ETL: Data storage and ETL are key elements in any machine learning process, but, by them-

selves, they don't qualify as machine learning. 

• Information retrieval, search, and queries: The ability to retrieve data or documents based on search 

criteria or indexes, which form the basis of information retrieval, are not really machine learning. Many 

forms of machine learning, such as semi-supervised learning, can rely on the searching of similar data for 

modelling, but that doesn't qualify to search as machine learning. 

• Knowledge representation and reasoning: Representing knowledge for performing complex tasks, such 

as ontology, expert systems, and semantic webs, do not qualify as machine learning. 
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Practices of AI 

Hierarchy of Artificial Intelligence 

Problem Space Selection Criteria 

S# ??? Type Selection Example 

1. How much or How many Regression Predicting Price 
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2. Which Category Classification Email Spam Filtration 

3. Which Groups Clustering Customer Segmentation 

4. Is it odd, weird or any abnormality Anomaly Detection Preventive Maintenance 

5. Which Option Recommendations Movie Recommendations or Online 

Purchase suggestions 

6. How Deep & Complex Deep Learning Image Analysis (Computer Vision), 

Text Analytics (Speech Synthesis) 

ML Type Selection Criteria 

 

What type of Problem my domain is? 
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Walking Skeleton for Algorithms 

Supervised Learning 

All data is labelled, and the algorithms learn to predict the output from the input data 

Supervised learning is the machine learning task of inferring a function from labelled training data. The training 

data consist of a set of training examples. In supervised learning, each example is a pair consisting of an input 

object (typically a vector) and the desired output value (also called the supervisory signal). 

A supervised learning algorithm analyses the training data and produces an inferred function, which can be used 

for mapping new examples. An optimal scenario will allow for the algorithm to correctly determine the class labels 

for unseen instances. This requires the learning algorithm to generalize from the training data to unseen situations 

in a "reasonable" way. 

The majority of practical machine learning uses supervised learning. Supervised learning is where you have input 

variables (x) and an output variable (Y) and you use an algorithm to learn the mapping function from the input to 

the output. 

Y = f(X) 

The goal is to approximate the mapping function so well that when you have new input data (x) that you can 

predict the output variables (Y) for that data. 

It is called supervised learning because the process of an algorithm learning from the training dataset can be 

thought of as a teacher supervising the learning process. We know the correct answers; the algorithm iteratively 

makes predictions on the training data and is corrected by the teacher. Learning stops when the algorithm 

achieves an acceptable level of performance. 
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Training Model 

Testing Model 
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Updating Model 

Supervised learning problems can be further grouped into regression and classification problems. 

• Classification A classification problem is when the output variable is a category, such as “red” or “blue” 

or “disease” and “no disease”. 

• Regression A regression problem is when the output variable is a real continuous value, such as “dollars” 

or “weight”. 

Some common types of problems built on top of classification and regression include recommendation and time 

series prediction respectively. 

Some popular examples of supervised machine learning algorithms are: 

• Linear regression for regression problems. 

• Random forest for classification and regression problems. 

• Support vector machines for classification problems. 

Unsupervised Learning 

All data is unlabelled, and the algorithms learn to inherent structure from the input data 

Unsupervised machine learning is the machine learning task of inferring a function to describe hidden structure 

from "unlabelled" data (a classification or categorization is not included in the observations). Since the examples 

given to the learner are unlabelled, there is no evaluation of the accuracy of the structure that is output by the 

relevant algorithm—which is one way of distinguishing unsupervised learning from supervised learning and rein-

forcement learning. 

A central case of unsupervised learning is the problem of density estimation in statistics, though unsupervised 

learning encompasses many other problems (and solutions) involving summarizing and explaining key features of 

the data. 
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Unsupervised learning is where you only have input data (X) and no corresponding output variables. 

The goal for unsupervised learning is to model the underlying structure or distribution in the data to learn more 

about the data. 

These are called unsupervised learning because unlike supervised learning above there are no correct answers 

and there is no teacher. Algorithms are left to their own devices to discover and present the interesting structure 

in the data. 

Unsupervised learning problems can be further grouped into clustering and association problems. 

• Clustering A clustering problem is where you want to discover the inherent groupings in the data, such 

as grouping customers by purchasing behaviour. 

• Association An association rule learning problem is where you want to discover rules that describe large 

portions of your data, such as people that buy X also tend to buy Y. 

Some popular examples of unsupervised learning algorithms are: 

• K-Means for clustering problems. 

• Apriori algorithm for association rule learning problems. 

Semi-Supervised Learning 

Some data is labelled but most of it is unlabelled and a mixture of supervised and unsupervised techniques can 

be used 

Semi-supervised learning is a class of supervised learning tasks and techniques that also make use of unlabeled 

data for training – typically a small amount of labelled data with a large amount of unlabeled data. Semi-supervised 

learning falls between unsupervised learning (without any labelled training data) and supervised learning (with 

completely labelled training data). Many machine-learning researchers have found that unlabelled data when 

used in conjunction with a small amount of labelled data, can produce considerable improvement in learning ac-

curacy. The acquisition of labelled data for a learning problem often requires a skilled human agent (e.g. to tran-

scribe an audio segment) or a physical experiment (e.g. determining the 3D structure of a protein or determining 

whether there is oil at a location). The cost associated with the labelling process thus may render a fully labelled 

training set infeasible, whereas acquisition of unlabelled data is relatively inexpensive. In such situations, semi-

supervised learning can be of great practical value. Semi-supervised learning is also of theoretical interest in ma-

chine learning and as a model for human learning. 

Problems where you have a large amount of input data (X) and only some of the data is labelled (Y) are called 

semi-supervised learning problems. 

These problems sit in between both supervised and unsupervised learning. 

A good example is a photo archive where only some of the images are labelled, (e.g. dog, cat, person) and the 

majority are unlabelled. 
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Many real-world machine learning problems fall into this area. This is because it can be expensive or time-con-

suming to label data as it may require access to domain experts. Whereas unlabelled data is cheap and easy to 

collect and store. 

You can use unsupervised learning techniques to discover and learn the structure in the input variables. 

You can also use supervised learning techniques to make best guess predictions for the unlabelled data, feed that 

data back into the supervised learning algorithm as training data and use the model to make predictions on new 

unseen data. 

Anomaly Detection 

The process of identifying rare or unexpected items or events in a dataset that do not conform to other items 

in the dataset 

In data mining, anomaly detection (also outlier detection) is the identification of items, events or observations 

which do not conform to an expected pattern or other items in a dataset. Typically, the anomalous items will 

translate to a problem such as bank fraud, a structural defect, medical problems or errors in a text. Anomalies are 

also referred to as outliers, novelties, noise, deviations and exceptions. 

Outliers to a normal data pattern, Machines breaking down, Perfect storm, Superwave, cannot be one-off but 

must be a recurring phenomenon over a span of time. 
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Popular Techniques for Anomaly Detection: 

• Several anomaly detection techniques have been proposed in the literature. Some of the popular tech-

niques are: 

• Density-based techniques (k-nearest neighbour (k-nn), local outlier factor and many more variations of 

this concept). 

• Subspace and correlation-based outlier detection for high-dimensional data. 

• One class support vector machines. 

• Replicator neural networks. 

• Cluster analysis-based outlier detection. 

• Deviations from association rules and frequent item sets. 

• Fuzzy logic based outlier detection. 

• Ensemble techniques, using feature bagging, score normalization and different sources of diversity. 

The performance of different methods depends a lot on the dataset and parameters, and methods have little 

systematic advantages over another when compared across many datasets and parameters. 

Categories of Anomaly Detection 

• Unsupervised anomaly detection 

• Supervised anomaly detection 

• Semi-Supervised anomaly detection 

Three broad categories of anomaly detection techniques exist. Unsupervised anomaly detection techniques detect 

anomalies in an unlabelled test data set under the assumption that most of the instances in the dataset are normal 

by looking for instances that seem to fit least to the remainder of the dataset. Supervised anomaly detection 

techniques require a data set that has been labelled as "normal" and "abnormal" and involves training a classifier 

(the key difference to many other statistical classification problems is the inherently unbalanced nature of outlier 

detection). Semi-supervised anomaly detection techniques construct a model representing normal behaviour 

from a given normal training dataset and then testing the likelihood of a test instance to be generated by the 

learnt model. 

Reinforcement Learning 

Reinforcement learning is Ground-hog Day for algorithms 

Neural networks have become well known for recent advances in such diverse fields as computer vision, machine 

translation and time series prediction – but reinforcement learning may be their killer app. 

Reinforcement learning is goal-oriented. RL algorithms learn how to attain a complex objective or maximize along 

a dimension over many steps, starting from a blank slate, and under the right conditions, they achieve superhuman 

performance. 

Reinforcement algorithms with deep learning at their core are currently beating expert humans at numerous Atari 

video games. While that may sound trivial, it’s a vast improvement over their previous accomplishments. Two 

reinforcement learning algorithms – Deep-Q learning and A3C – have been implemented in a deep learning that 

can play Doom game already. 
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In time, we expect reinforcement learning to perform better in more ambiguous, real-life environments while 

choosing from an arbitrary number of possible actions, rather than from the limited options of a video game. 

When people talk about building robot armies, this is what they mean. 

Reinforcement learning is based on agents, environments, states, actions and rewards, all of which we’ll explain. 

An agent takes actions; for example, a drone making a delivery, or Super Mario navigating a video game. 

A state is a situation in which the agent finds itself; i.e. a specific place and moment, a configuration that puts the 

agent in relation to other significant things such as tools, obstacles, enemies or prizes. 

An action is almost self-explanatory, but it should be noted that agents choose among a list of possible actions. In 

video games, the list might include running right or left, jumping high or low, crouching or standing still. In the 

stock markets, the list might include buying, selling or holding any one of an array of securities and their derivatives. 

When handling aerial drones, alternatives would include many different velocities and accelerations in 3D space. 

A reward is a feedback by which we measure the success or failure of an agent’s actions. For example, in a video 

game, when Mario touches a coin, he wins points. An agent sends output in the form of actions to the environment, 

and the environment returns the agent’s new state as well as rewards. 

In the feedback loop above, the subscripts denote time steps t and t+1, each of which refers to different states: 

the state at moment t, and the state at moment t+1. Unlike other forms of machine learning – such as supervised 

and unsupervised learning – reinforcement learning can only be thought about sequentially in terms of state-

action pairs that occur one after the other. 

Reinforcement learning judge’s actions by the results they produce. It is goal oriented, and its aim is to learn 

sequences of actions that will lead it to achieve its goal. In video games, the goal is to finish the game with the 

most points, so each additional point obtained throughout the game will affect the agent’s subsequent behaviour; 

i.e. the agent may learn that it should shoot battleships, touch coins or dodge meteors to maximize its score. 

In the real world, the goal might be for a robot to travel from point A to point B, and every inch the robot is able 

to move closer to point B could be counted like points. 

RL differs from both supervised and unsupervised learning by how it interprets inputs. We can illustrate their 

difference by describing what they learn about a “thing.” 

Unsupervised learning: That thing is like this other thing. (Similarities w/o names, and the inverse: anomaly detec-

tion) 

Supervised learning: That thing is a “double bacon cheeseburger”. (Labels, putting names to faces…) 
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Reinforcement learning Eat that thing because it tastes good and will keep you alive. (Actions based on short- and 

long-term rewards.) 

One way to imagine an autonomous RL agent would be as a blind person attempting to navigate the world with 

their ears and a white cane. Agents have small windows that allow them to perceive their environment, and those 

windows may not even be the most appropriate way for them to perceive what’s around them. 

(In fact, deciding which types of feedback your agent should pay attention to is a hard problem to solve, and 

glossed over by algorithms that are learning how to play video games, where the kinds of feedback are limited 

and well defined. These video games are much closer to the sterile environment of the lab, where ideas about 

reinforcement learning were initially tested.) 

The goal of reinforcement learning is to pick the best-known action in any state, which means the actions must be 

ranked, assigned values relative to one another. 

Since those actions are state dependent, what we are really gauging is the value of state-action pairs; i.e. an action 

taken from a certain state, something you did somewhere. 

If the action is marrying someone, then marrying a 35-year-old when you’re 18 should mean something different 

than marrying a 35-year-old when you’re 90. 

If the action is yelling “Fire!” Performing the action, a crowded theatre should mean something different from 

performing the action next to a squad of men with rifles. We can’t predict an action’s outcome without knowing 

the context. 

We map state-action pairs to the values we expect them to produce with the Q function. 

The Q function takes as its input an agent’s state and action and maps them to probable rewards. Reinforcement 

learning is the process of running the agent through sequences of state-action pairs, observing the rewards that 

result, and adapting the predictions of the Q function to those rewards until it accurately predicts the best path 

for the agent to take. That prediction is known as a policy. 

Reinforcement learning is iterative. In its most interesting applications, it doesn’t begin by knowing which rewards 

state-action pairs will produce. It learns those relations by running through states again and again like athletes or 

musicians iterate through states to improve their performance. 

Reinforcement learning is Ground-hog Day for algorithms. And since most humans never experience their Ground-

hog Day, that means reinforcement learning gives algorithms the potential to learn more, and better than humans. 

In fact, that’s the gist of the last several papers published by Deep-mind, since their algorithms now show super-

human performance on most of the video games they’ve trained on. 

Neural Networks and Reinforcement Learning 

Where do neural networks fit in? Neural networks are the agent that learns to map state-action pairs to rewards. 

Like all neural networks, they use coefficients to approximate the function relating inputs to outputs, and their 

learning consists to finding the right coefficients, or weights, by iteratively adjusting those weights along gradients 

that promise less error. 
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In reinforcement learning, convolutional networks can be used to recognize an agent’s state; e.g. the screen that 

Mario is on, or the terrain before a drone. That is, they perform their typical task of image recognition. 

But convolutional networks derive different interpretations from images in reinforcement learning than in super-

vised learning. In supervised learning, the network applies a label to an image; that is, it matches names to pixels. 

In fact, it will rank the labels that best fit the image in terms of their probabilities. Shown an image of a donkey, it 

might decide the picture is 80% likely to be a donkey, 50% likely to be a horse, and 30% likely to be a dog. 

In reinforcement learning, given an image that represents a state, a convolutional net can rank the actions possible 

to perform in that state; for example, it might predict that running right will return 5 points, jumping 7, and running 

left none. 

Having assigned values to the expected rewards, the Q function simply selects the state-action pair with the high-

est so-called Q value. 

At the beginning of reinforcement learning, the neural network coefficients may be initialized stochastically, or 

randomly. Using feedback from the environment, the neural net can use the difference between its expected 

reward and the ground-truth reward to adjust its weights and improve its interpretation of state-action pairs. 

This feedback loop is analogous to the back-propagation of error in supervised learning. However, supervised 

learning begins with knowledge of the ground-truth labels the neural network is trying to predict. Its goal is to 

create a model that maps different images to their respective names. 

Reinforcement learning relies on the environment to send it a scalar number in response to each new action. The 

rewards returned by the environment can be varied, delayed or affected by unknown variables, introducing noise 

to the feedback loop. 
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This leads us to a complete expression of the Q function, which considers not only the immediate rewards pro-

duced by an action but also the delayed rewards that may be returned many time steps deeper in the sequence. 

Like human beings, the Q function is recursive. Just as calling the wetware method human() contains within it 

another method human(), of which we are all the fruit, calling the Q function on a given state-action pair requires 

us to call a nested Q function to predict the value of the next state, which in turn depends on the Q function of 

the state after that, and so forth. 

Deep Learning 

Deep learning is a subset of machine learning. Usually, when people use the term deep learning, they are re-

ferring to deep artificial neural networks, and somewhat less frequently too deep reinforcement learning 

Deep artificial neural networks are a set of algorithms that have set new records in accuracy for many important 

problems, such as image recognition, sound recognition, recommender systems, etc. For example, deep learning 

is part of DeepMind’s well-known AlphaGo algorithm, which beat the former world champion Lee Sedol at Go in 

early 2016, and the current world champion Ke Jie in early 2017. A complete explanation of neural works is here. 

Deep is a technical term. It refers to the number of layers in a neural network. A shallow network has one so-called 

hidden layer, and a deep network has more than one. Multiple hidden layers allow deep neural networks to learn 

features of the data in a so-called feature hierarchy, because simple features (e.g. two pixels) recombine from one 

layer to the next, to form more complex features (e.g. a line). Nets with many layers pass input data (features) 

through more mathematical operations than nets with few layers, and are therefore more computationally inten-

sive to train. Computational intensivity is one of the hallmarks of deep learning, and it is one reason why GPUs are 

in demand to train deep-learning models. 

So, you could apply the same definition to deep learning that Arthur Samuel did to machine learning – a “field of 

study that gives computers the ability to learn without being explicitly programmed” – while adding that it tends 

to result in higher accuracy, require more hardware or training time, and perform exceptionally well on machine 

perception tasks that involved unstructured data such as blobs of pixels or text. 

Implementation Techniques of AI 

Regression Analysis 

Capturing the change (or rate of) 

In statistical modelling, regression analysis is a set of statistical processes for estimating the relationships among 

variables. It includes many techniques for modelling and analysing several variables when the focus is on the rela-

tionship between a dependent variable and one or more independent variables (or 'predictors'). More specifically, 

regression analysis helps one understand how the typical value of the dependent variable (or 'criterion variable') 

changes when any one of the independent variables is varied, while the other independent variables are held fixed. 

Types of Regression 

• Linear Regression: Univariate, Bivariate & Multivariate Regression. 

• Logistic (Bounded) Regression 

• Polynomial (Non-Linear) Regression 
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Linear Regression 

A sub-category of supervised learning used when the value being predicted differs to a “yes or no” label as it 

falls somewhere on a continuous spectrum. Regression systems could be used, for example, to answer ques-

tions of “How much?” or “How many?” 

Dividing the data into a straight line or line of best fit 

In statistics, linear regression is a linear approach to modelling the relationship between a scalar dependent vari-

able y and one or more explanatory variables (or independent variables) denoted X. The case of one explanatory 

variable is called simple linear regression. For more than one explanatory variable, the process is called multiple 

linear regression. This term is distinct from the multivariate linear regression, where multiple correlated depend-

ent variables are predicted, rather than a single scalar variable. 

Data mining technique that helps you know more about your data. It does not tell you the cause but relation-

ship. 

• A lot of money does not cause having a costlier house 

• There is a relationship between having a lot of money and having a costlier house 

It is the most popular statistic technique for data analysis to date. 

Logistic Regression 

Categorical regression, Data is Plotted between 0 and 1 (100%) probability or Discrete with categorical data 

and uses a logarithmic sum of least squares 

In statistics, logistic regression, or logit regression, or logit model is a regression model where the dependent 

variable (DV) is categorical. This article covers the case of a binary dependent variable—that is, where the output 

can take only two values, "0" and "1", which represent outcomes such as pass/fail, win/lose, alive/dead or 

healthy/sick. Cases, where the dependent variable has more than two outcome categories, may be analysed in 

multinomial logistic regression, or, if the multiple categories are ordered, in ordinal logistic regression. In the ter-

minology of economics, logistic regression is an example of a qualitative response/discrete choice model. 
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Logistic regression was developed by statistician David Cox in 1958. The binary logistic model is used to estimate 

the probability of a binary response based on one or more predictor (or independent) variables (features). It allows 

one to say that the presence of a risk factor increases the odds of a given outcome by a specific factor. 

Polynomial Regression 

Used to describe non-linear phenomena, e.g. Progression of an epidemic, it fits a higher order degree curve to 

fit your plotted data in a non-linear fashion, nth degree (high order) curves, parabolic or hyperbolic functions 

In statistics, polynomial regression is a form of regression analysis in which the relationship between the inde-

pendent variable x and the dependent variable y is modelled as an nth degree polynomial in x. Polynomial regres-

sion fits a non-linear relationship between the value of x and the corresponding conditional mean of y, denoted 

E(y |x), and has been used to describe non-linear phenomena such as the growth rate of tissues, The distribution 

of carbon isotopes in lake sediments and the progression of disease epidemics. Although polynomial regression 

fits a non-linear model to the data, as a statistical estimation problem it is linear, in the sense that the regression 

function E(y | x) is linear in the unknown parameters that are estimated from the data. For this reason, polynomial 

regression is a special case of multiple linear regression. 

The predictors resulting from the polynomial expansion of the "baseline" predictors are known as interactive fea-

tures. Such predictors/features are also used in classification settings. 
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Classification 

Classification is a general process related to categorization, the process in which ideas and objects are recog-

nized, differentiated and understood. A classification system is an approach to accomplishing classification 

In machine learning and statistics, classification is the problem of identifying to which of a set of categories (sub-

populations) a new observation belongs, based on a training set of data containing observations (or instances) 

whose category membership is known. An example would be assigning a given email into "spam" or "non-spam" 

classes or assigning a diagnosis to a given patient as described by observed characteristics of the patient (gender, 

blood pressure, presence or absence of certain symptoms, etc.). Classification is an example of pattern recognition. 

A sub-category of Supervised Learning, Classification is the process of taking some sort of input and assigning a 

label to it. Classification systems are usually used when predictions are of a discrete, or “yes or no” nature. Exam-

ple: Mapping a picture of someone to a male or female classification. 

Types of Classification 

• Binary-class 

• Multiclass 
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• All vs One 

Clustering 

Data analysis for identifying similarities and differences among data sets so that similar ones can be clustered 

together. 

Discover structure, for unsupervised learning 

Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group 

(called a cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). 

It is the main task of exploratory data mining, and a common technique for statistical data analysis, used in many 

fields, including machine learning, pattern recognition, image analysis, information retrieval, bioinformatics, data 

compression, and computer graphics. 

Types of Clustering 

• Centroid-based clustering (K-Means) 

• Connectivity-based clustering (Hierarchical Clustering) 

• Distribution-based clustering 

• Density-based clustering 
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Centroid-based Clustering 

In centroid-based clustering, clusters are represented by a central vector, which may not necessarily be a member 

of the data set. When the number of clusters is fixed to k, k-means clustering gives a formal definition as an opti-

mization problem: find the k cluster centres and assign the objects to the nearest cluster centre, such that the 

squared distances from the cluster are minimized. 

Connectivity-based clustering (Hierarchical Clustering) 

Connectivity-based clustering, also known as hierarchical clustering, is based on the core idea of objects being 

more related to nearby objects than to objects farther away. These algorithms connect "objects" to form "clusters" 

based on their distance. A cluster can be described largely by the maximum distance needed to connect parts of 

the cluster. At different distances, different clusters will form, which can be represented using a dendrogram, 

which explains where the common name "hierarchical clustering" comes from: these algorithms do not provide a 

single partitioning of the data set, but instead provide an extensive hierarchy of clusters that merge with each 

other at certain distances. In a dendrogram, the y-axis marks the distance at which the clusters merge, while the 

objects are placed along the x-axis such that the clusters don't mix. 

Distribution-based clustering 

The clustering model most closely related to statistics is based on distribution models. Clusters can then easily be 

defined as objects belonging most likely to the same distribution. A convenient property of this approach is that 

this closely resembles the way artificial data sets are generated: by sampling random objects from a distribution. 
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Density-based clustering (DBSCAN) 

In density-based clustering, clusters are defined as areas of higher density than the remainder of the dataset. 

Objects in these sparse areas – that are required to separate clusters – are usually considered to be noise and 

border points. 
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Chapter 04 – Theory of Data 
Data or Dataset 
The basics of machine learning rely on understanding the data. The data or dataset normally refers to content 

available in a structured or unstructured format for use in machine learning. Structured datasets have specific 

formats, and an unstructured dataset is normally in the form of some free-flowing text. Data can be available in 

various storage types or formats. In structured data, every element is known as an instance or an example or row 

follows a predefined structure. Data can also be categorized by size: small or medium data have a few hundred to 

thousands of instances, whereas big data refers to a large volume, mostly in millions or billions, that cannot be 

stored or accessed using common devices or fit in the memory of such devices. 

Working with mean, mode, and median 
The mean, median, and mode are basic ways to describe characteristics or summarize information from a dataset. 

When a new, large dataset is first encountered, it can be helpful to know basic information about it to direct 

further analysis. These values are often used in the later analysis to generate more complex measurements and 

conclusions. This can occur when we use the mean of a dataset to calculate the standard deviation, which we will 

demonstrate in the Standard deviation section of this chapter. 

Calculating the mean 

The term mean, also called the average, is computed by adding values in a list and then dividing the sum by the 

number of values. This technique is useful for determining the general trend for a set of numbers. It can also be 

used to fill in missing data elements. 

Calculating the median 

The mean can be misleading if the dataset contains many outlying values or is otherwise skewed. When this hap-

pens, the mode and median can be useful. The term median is the value in the middle of a range of values. For an 

odd number of values, this is easy to compute. For an even number of values, the median is calculated as the 

average of the middle two values. 

Calculating the mode 

The term mode is used for the most frequently occurring value in a dataset. This can be thought of as the most 

popular result, or the highest bar in a histogram. It can be a useful piece of information when conducting statistical 

analysis, but it can be more complicated to calculate than it first appears. 

Standard deviation 

Standard deviation is a measurement of how values are spread around the mean. A high deviation means that 

there is a widespread, whereas a low deviation means that the values are more tightly grouped around the mean. 

This measurement can be misleading if there is not a single focus point or there are numerous outliers. 

o Full Population 

o Sample Subset 

Sample Size Determination 
Sample size determination involves identifying the quantity of data required to conduct the accurate statistical 

analysis. When working with large datasets it is not always necessary to use the entire set. We use sample size 
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determination to ensure we choose a sample small enough to manipulate and analyse easily, but large enough 

to represent our population of data accurately. It is not uncommon to use a subset of data to train a model and 

another subset is used to test the model. This can be helpful for verifying accuracy and reliability of data. Some 

common consequences for a poorly determined sample size include false-positive results, false-negative results, 

identifying statistical significance where none exists or suggesting a lack of significance where it is present. Many 

tools exist online for determining appropriate sample sizes, each with varying levels of complexity. One simple 

example is available at: 

o https://www.surveymonkey.com/mp/sample-size-calculator 

Features, attributes, variables, or dimensions 
In structured datasets, as mentioned before, there are predefined elements with their own semantics and data 

type, which are known variously as features, attributes, metrics, indicators, variables, or dimensions. 

Big Data 
Big data is data sets that are so voluminous and complex that traditional data processing application software is 

inadequate to deal with them. Big data challenges include capturing data, data storage, data analysis, search, 

sharing, transfer, visualization, querying, updating and information privacy. There are three dimensions to big data 

known as Volume, Variety and Velocity. 

Data types 
The features defined earlier need some form of typing in many machine learning algorithms or techniques. 

The most commonly used data types are as follows: 

• Categorical or Nominal This indicates well-defined categories or values present in the dataset. For 

example, eye colour—black, blue, brown, green, grey; document content type—text, image, video. 

• Continuous or numeric This indicates a numeric nature of the data field. For example, a person's 

weight measured by a bathroom scale, the temperature reading from a sensor, or the monthly bal-

ance in dollars on a credit card account. 

• Ordinal This denotes data that can be ordered in some way. For example, garment size—small, me-

dium, large; boxing weight classes: heavyweight, light heavyweight, middleweight, lightweight, and 

bantamweight. 

• Categorical variables are also known as discrete or qualitative variables. Categorical variables can be 

further categorized as either nominal, ordinal or dichotomous. 

• Nominal variables are variables that have two or more categories, but which do not have an intrinsic 

order. For example, a real estate agent could classify their types of property into distinct categories 

such as houses, condos, co-ops or bungalows. So "type of property" is a nominal variable with 4 cat-

egories called houses, condos, co-ops and bungalows. Of note, the different categories of a nominal 

variable can also be referred to as groups or levels of the nominal variable. Another example of a 

nominal variable would be classifying where people live in the USA by state. In this case, there will be 

many more levels of the nominal variable (50 in fact). 

https://www.surveymonkey.com/mp/sample-size-calculator
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• Dichotomous variables are nominal variables which have only two categories or levels. For example, 

if we were looking at gender, we would most probably categorize somebody as either "male" or "fe-

male". This is an example of a dichotomous variable (and a nominal variable). Another example might 

be if we asked a person if they owned a mobile phone. Here, we may categorise mobile phone own-

ership as either "Yes" or "No". In the real estate agent example, if the type of property had been 

classified as either residential or commercial then "type of property" would be a dichotomous varia-

ble. 

• Ordinal variables are variables that have two or more categories just like nominal variables only the 

categories can also be ordered or ranked. So, if you asked someone if they liked the policies of the 

Democratic Party and they could answer either "Not very much", "They are OK" or "Yes, a lot" then 

you have an ordinal variable. Why? Because you have 3 categories, namely "Not very much", "They 

are OK" and "Yes, a lot" and you can rank them from the most positive (Yes, a lot), to the middle 

response (They are OK), to the least positive (Not very much). However, whilst we can rank the levels, 

we cannot place a "value" to them; we cannot say that "They are OK" is twice as positive as "Not very 

much" for example. 

Continuous variables are also known as quantitative variables. Continuous variables can be further cate-

gorized as either interval or ratio variables. 

• Interval variables are variables for which their central characteristic is that they can be measured 

along a continuum and they have a numerical value (for example, the temperature measured in de-

grees Celsius or Fahrenheit). So, the difference between 20C and 30C is the same as 30C to 40C. How-

ever, the temperature measured in degrees Celsius or Fahrenheit is NOT a ratio variable. 

• Ratio variables are interval variables, but with the added condition that 0 (zero) of the measurement 

indicates that there is none of that variable. So, the temperature measured in degrees Celsius or 

Fahrenheit is not a ratio variable because 0C does not mean there is no temperature. However, the 

temperature measured in Kelvin is a ratio variable as 0 Kelvin (often called absolute zero) indicates 

that there is no temperature whatsoever. Other examples of ratio variables include height, mass, 

distance and many more. The name "ratio" reflects the fact that you can use the ratio of measure-

ments. So, for example, ten metres is twice the distance of 5 metres. 
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Types of Variables 
All experiments examine variable(s). A variable is not only something that we measure but also something that 

we can manipulate and something we can control for. To understand the characteristics of variables and how we 

use them in research, this guide is divided into three main sections. First, we illustrate the role of dependent and 

independent variables. Second, we discuss the difference between experimental and non-experimental research. 

Finally, we explain how variables can be characterised as either categorical or continuous. 

Dependent and Independent Variables 

An independent variable sometimes called an experimental or predictor variable, is a variable that is being manip-

ulated in an experiment to observe the effect on a dependent variable, sometimes called an outcome variable. 

Imagine that a tutor asks 100 students to complete a maths test. The tutor wants to know why some students 

perform better than others. Whilst the tutor does not know the answer to this, she thinks that it might be because 

of two reasons: (1) some students spend more time revising for their test; and (2) some students are naturally 

more intelligent than others. As such, the tutor decides to investigate the effect of revision time and intelligence 

on the test performance of the 100 students. The dependent and independent variables for the study are: 

• Dependent Variable Test Mark (measured from 0 to 100) 

• Independent Variables Revision time (measured in hours) Intelligence (measured using IQ score) 

The dependent variable is simply that, a variable that is dependent on an independent variable(s). For example, 

in our case, the test mark that a student achieves is dependent on revision time and intelligence. Whilst revision 

time and intelligence (the independent variables) may (or may not) cause a change in the test mark (the dependent 

variable), the reverse is implausible; in other words, whilst the number of hours a student spends revising and the 

higher a student's IQ score may (or may not) change the test mark that a student achieves, a change in a student's 

test mark has no bearing on whether a student revises more or is more intelligent (this simply doesn't make sense). 

Therefore, the aim of the tutor's investigation is to examine whether these independent variables – revision time 

and IQ – result in a change in the dependent variable, the students' test scores. However, it is also worth noting 

that whilst this is the main aim of the experiment, the tutor may also be interested to know if the independent 

variables – revision time and IQ – are also connected in some way. 
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Experimental and Non-Experimental Research 
• Experimental research in experimental research, the aim is to manipulate an independent variable(s) and 

then examine the effect that this change has on a dependent variable(s). Since it is possible to manipulate 

the independent variable(s), experimental research has the advantage of enabling a researcher to identify 

a cause and effect between variables. For example, take our example of 100 students completing a maths 

exam where the dependent variable was the exam mark (measured from 0 to 100), and the independent 

variables were revision time (measured in hours) and intelligence (measured using IQ score). Here, it 

would be possible to use an experimental design and manipulate the revision time of the students. The 

tutor could divide the students into two groups, each made up of 50 students. In "group one", the tutor 

could ask the students not to do any revision. Alternately, "group two" could be asked to do 20 hours of 

revision in the two weeks prior to the test. The tutor could then compare the marks that the students 

achieved. 

• Non-experimental research in non-experimental research, the researcher does not manipulate the inde-

pendent variable(s). This is not to say that it is impossible to do so, but it will either be impractical or 

unethical to do so. For example, a researcher may be interested in the effect of illegal, recreational drug 

use (the independent variable(s)) on certain types of behaviour (the dependent variable(s)). However, 

whilst possible, it would be unethical to ask individuals to take illegal drugs to study what effect this had 

on certain behaviours. As such, a researcher could ask both drug and non-drug users to complete a ques-

tionnaire that had been constructed to indicate the extent to which they exhibited certain behaviours. 

Whilst it is not possible to identify the cause and effect between the variables, we can still examine the 

association or relationship between them. In addition to understanding the difference between depend-

ent and independent variables, and experimental and non-experimental research, it is also important to 

understand the different characteristics amongst variables. 

Ambiguities in classifying a type of variable 
In some cases, the measurement scale for data is ordinal, but the variable is treated as continuous. For example, 

a Likert scale that contains five values – strongly agree, agree, neither agree nor disagree, disagree, and strongly 

disagree – is ordinal. However, where a Likert scale contains seven or more value – strongly agree, moderately 

agree, agree, neither agree nor disagree, disagree, moderately disagree, and strongly disagree – the underlying 

scale is sometimes treated as continuous (although where you should do this is a cause of great dispute). 

It is worth noting that how we categorise variables is somewhat of a choice. Whilst we categorised gender as a 

dichotomous variable (you are either female or male), social scientists may disagree with this, arguing that gender 

is a more complex variable involving more than two distinctions, but also including measurement levels like gen-

derqueer, intersex and transgender. At the same time, some researchers would argue that a Like scale, even with 

seven values, should never be treated as a continuous variable. 

Types of Data Relationships 
A Data Scientist will find relationships, correlations and anomalies (outliers), Data professionals will let the algo-

rithms do the job of the data scientists. 

• Influencer Relationships Strong (Wage is strongly influenced by education), Weak (Wage is weakly influ-

enced by marriage status), No-Relation 

• Impactor Relationships Direct, Indirect, Positive, Negative & Neutral 
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Data Exploration 
There are no shortcuts for data exploration. If you are in a state of mind, that machine learning can sail you away 

from every data storm, trust me, it won’t. After some point in time, you’ll realize that you are struggling with 

improving model’s accuracy. In such situation, data exploration techniques will come to your rescue. 

Steps of Data Exploration and Preparation 

Remember the quality of your inputs decides the quality of your output. So, once you have got your business 

hypothesis ready, it makes sense to spend a lot of time and efforts here. With my personal estimate, data explo-

ration, cleaning and preparation can take up to 70% of your total project time. 

Below are the steps involved to understand, clean and prepare your data for building your predictive model: 

• Variable Identification 

• Univariate Analysis 

• Bi-variate Analysis 

• Missing values treatment 

• Outlier treatment 

• Variable transformation 

• Variable creation 

Finally, we will need to iterate over steps 4 – 7 multiple times before we come up with our refined model. 

Let’s now study each stage in detail: 

Variable Identification 

First, identify Predictor (Input) and Target (output) variables. Next, identify the data type and category of the 

variables. 

Let’s understand this step more clearly by taking an example. 

Example Suppose, we want to predict, whether the students will play cricket or not (refer below dataset). 

Here you need to identify predictor variables, target variable, the data type of variables and category of 

variables. Business Analytics, Data exploration below, the variables have been defined in a different 

category: 
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Univariate Analysis 

At this stage, we explore variables one by one. Method to perform univariate analysis will depend on whether the 

variable type is categorical or continuous. Let’s look at these methods and statistical measures for categorical and 

continuous variables individually: 

• Continuous Variables In case of continuous variables, we need to understand the central tendency and 

spread of the variable. These are measured using various statistical metrics visualization methods as 

shown below: 

Note: Univariate analysis is also used to highlight missing and outlier values. In the upcoming part of this series, 

we will look at methods to handle missing and outlier values. 

• Categorical Variables For categorical variables, we’ll use a frequency table to understand the distribution 

of each category. We can also read as a percentage of values under each category. It can be measured 

using two metrics, Count and Count% against each category. A bar-chart can be used for visualization. 

Bi-variate Analysis 

Bi-variate Analysis finds out the relationship between two variables. Here, we look for association and disassocia-

tion between variables at a pre-defined significance level. We can perform bi-variate analysis for any combination 

of categorical and continuous variables. The combination can be Categorical & Categorical, Categorical & Contin-

uous and Continuous & Continuous. Different methods are used to tackle these combinations during the analysis 

process. 

Let’s understand the possible combinations in detail: 

• Continuous & Continuous While doing a bi-variate analysis between two continuous variables, we should 

look at scatter plot. It is a nifty way to find out the relationship between two variables. The pattern of 

scatter plot indicates the relationship between variables. The relationship can be linear or non-linear. 
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Scatter plot shows the relationship between two variables but does not indicates the strength of relationship 

amongst them. To find the strength of the relationship, we use Correlation. Correlation varies between -1 and 

+1. 

o -1: perfect negative linear correlation 

o +1: perfect positive linear correlation and 

o 0: No correlation 

Correlation can be derived using following formula: Correlation = Covariance(X,Y) / SQRT( Var(X)* Var(Y)) 

Various tools have function or functionality to identify a correlation between variables. In Excel, function COR-

REL() is used to return the correlation between two variables and SAS uses procedure PROC CORR to identify 

the correlation. These function returns Pearson Correlation value to identify the relationship between two 

variables: 

In above example, we have a good positive relationship(0.65) between two variables X and Y. 

• Categorical & Categorical To find the relationship between two categorical variables, we can use follow-

ing methods: 

• Two-way table We can start analysing the relationship by creating a two-way table of the count and 

count%. The rows represent the category of one variable and the columns represent the categories of the 

other variable. We show count or count% of observations available in each combination of row and col-

umn categories. 

• Stacked Column Chart This method is more of a visual form of a Two-way table. 
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• Chi-Square Test This test is used to derive the statistical significance of the relationship between the 

variables. Also, it tests whether the evidence in the sample is strong enough to generalize that the rela-

tionship for a larger population as well. Chi-square is based on the difference between the expected and 

observed frequencies in one or more categories in the two-way table. It returns probability for the com-

puted chi-square distribution with the degree of freedom. 

o Probability of 0: It indicates that both categorical variables are dependent 

o The probability of 1: It shows that both variables are independent. 

o Probability less than 0.05: It indicates that the relationship between the variables is significant at 

95% confidence. The chi-square test statistic for a test of independence of two categorical varia-

bles is found by: 

o where O represents the observed frequency. E is the expected frequency under the null hypoth-

esis and computed by: 

From the previous two-way table, the expected count for product category 1 to be of small size is 0.22. It 

is derived by taking the row total for Size (9) times the column total for the Product category (2) then 

dividing by the sample size (81). This is procedure is conducted for each cell. Statistical Measures used to 

analyse the power of relationship are: 

Cramer’s V for Nominal Categorical Variable 

Mantel-Haenszed Chi-Square for the ordinal categorical variable. 

Different data science language and tools have specific methods to perform chi-square test. In SAS, we 

can use Chisq as an option with Proc freq to perform this test. 

• Categorical & Continuous While exploring the relationship between categorical and continuous variables, 

we can draw box plots for each level of categorical variables. If levels are small, it will not show the sta-

tistical significance. To look at the statistical significance we can perform Z-test, T-test or ANOVA. 

• Z-Test/ T-Test Either test assesses whether the mean of two groups is statistically different from each 

other or not. 
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If the probability of Z is small, then the difference between two averages is more significant. The T-test is very 

similar to Z-test, but it is used when many observations for both categories is less than 30. 

• ANOVA It assesses whether the average of more than two groups is statistically different. 

Example Suppose, we want to test the effect of five different exercises. For this, we recruit 20 men and assign 

one type of exercise to 4 men (5 groups). Their weights are recorded after a few weeks. We need to find out 

whether the effect of these exercises on them is significantly different or not. This can be done by comparing 

the weights of the 5 groups of 4 men each. 

Till here, we have understood the first three stages of Data Exploration, Variable Identification, Uni-Variate 

and Bi-Variate analysis. We also looked at various statistical and visual methods to identify the relationship 

between variables. 

Now, we will look at the methods of Missing values Treatment. More importantly, we will also look at why 

missing values occur in our data and why treating them is necessary. 

Data preparation: 
Cleaning up data to the point where you can work with it is a huge amount of work. If you’re trying to reconcile a 

lot of sources of data that you don’t control, it can take 80% of your time. 

While there are tools to help automate the data cleaning process and reduce the time it takes, the task of auto-

mation is made difficult by the fact that the process is as much art as science, and no two data preparation tasks 

are the same. 

“It’s an absolute myth that you can send an algorithm over raw data and have insights pop up.” Jeffrey Heer, pro-

fessor of computer science at the University of Washington 

Machine learning isn't Kaggle competitions. A Kaggle competition typically presents a nice, clean, regularized 

data set to the competitors, but this isn't representative of the real-world process of making predictions from 

data.  

Clean Missing Data 

Missing data can be a not so trivial problem when analysing a dataset and accounting for it is usually not so 

straightforward either.  

If the amount of missing data is very small relatively to the size of the dataset, then leaving out the few samples 

with missing features may be the best strategy in order not to bias the analysis, however leaving out available 
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datapoints deprives the data of some amount of information and depending on the situation you face, you may 

want to look for other fixes before wiping out potentially useful datapoints from your dataset. 

While some quick fixes such as mean-substitution may be fine in some cases, such simple approaches usually 

introduce bias into the data, for instance, applying mean substitution leaves the mean unchanged (which is desir-

able) but decreases variance, which may be undesirable. 

“Cleaning data” is dangerous ground and it must be done with a lot of context in mind. While there are tools that 

can help, I have yet to see an automated process that I would fully trust. In general, this is the part of data science 

that requires the most expert attention. For example, one scenario is that you find out if the mean of a feature is 

an outlier, if so, you might consider then to replace the outliers and missing data. The best practice for outliers or 

missing data is to first account for them, and not blindly erase them. You should try to understand why some data 

are extreme, and determine, for example, whether these data are the result of a data capture error, or simply 

occur normally and will recur in new data you will use with your model in the future. What you will do about the 

extreme data will vary depending on the answers you determine. 

The Mice package in R, for example, helps you imputing missing values with plausible data values. These plausible 

values are drawn from a distribution specifically designed for each missing data point. 

For example, before blindly imputing missing value as mean, you could create a script that checks for specific 

scenarios. Let’s illustrate through the following example scenario: If less than 5% of column values are null or 

missing that it concludes that they are missing completely by random and recommends using mean, if the mean 

is not an outlier else using Mice, it imputes 5 plausible values and overlays the distribution of predicted value over 

the distribution of the columns and picks the one that's closest. If more than 5% and less than 25% of column 

values are missing, then it tries to find the domain the missing values may belong to and imputes values using 

Mice but within the domains. If more than 25% of column values is missing, then it recommends dropping the 

feature or review the data ingestion process. And similar assessment for outliers as well. And or multivariate as-

sessment, like if x1, X2 and X3 features are missing across i observations, should the observation be removed? 

Missing Value Treatment 

Why is missing values treatment required? 

Missing data in the training data set can reduce the power/fit of a model or can lead to a biased model because 

we have not analysed the behaviour and relationship with other variables correctly. It can lead to wrong prediction 

or classification. 
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Notice the missing values in the image shown above: In the left scenario, we have not treated missing values. The 

inference from this dataset is that the chances of playing cricket by males are higher than females. On the other 

hand, if you look at the second table, which shows data after treatment of missing values (based on gender), we 

can see that females have higher chances of playing cricket compared to males. 

Why my data has missing values? 

We looked at the importance of treatment of missing values in a dataset. Now, let’s identify the reasons for the 

occurrence of these missing values. They may occur at two stages: 

• Data Extraction It is possible that there are problems with the extraction process. In such cases, we should 

double-check for correct data with data guardians. Some hashing procedures can also be used to make 

sure data extraction is correct. Errors at data extraction stage are typically easy to find and can be cor-

rected easily as well. 

• Data collection These errors occur at the time of data collection and are harder to correct. They can be 

categorized into four types: 

• Missing completely at random This is a case when the probability of missing variable is same for all ob-

servations. For example, respondents of data collection process decide that they will declare they're earn-

ing after tossing a fair coin. If a head occurs, respondent declares his / her earnings & vice versa. Here 

each observation has an equal chance of missing value. 

• Missing at random This is a case when the variable is missing at random and missing ratio varies for dif-

ferent values/level of other input variables. For example, we are collecting data for age and female has 

higher missing value compare to male. 

• Missing that depends on unobserved predictors This is a case when the missing values are not random 

and are related to the unobserved input variable. For example: In a medical study, if a diagnostic causes 

discomfort, then there is a higher chance of drop out from the study. This missing value is not at random 

unless we have included “discomfort” as an input variable for all patients. 

• Missing that depends on the missing value itself This is a case when the probability of missing value is 

directly correlated with missing value itself. For example, People with higher or lower income are likely 

to provide non-response to their earning. 

Which are the methods to treat missing values? 

• Deletion It is of two types: List Wise Deletion and PairWise Deletion. 
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In listwise deletion, we delete observations where any of the variables are missing. Simplicity is one of 

the major advantages of this method, but this method reduces the power of model because it reduces 

the sample size. 

In pairwise deletion, we perform analysis with all cases in which the variables of interest are present. The 

advantage of this method is, it keeps as many cases available for analysis. One of the disadvantages of 

this method, it uses different sample size for different variables. 

Deletion methods are used when the nature of missing data is “Missing completely at random” else non-

random missing values can bias the model output. 

• Mean/ Mode/ Median Imputation is a method to fill in the missing values with estimated ones. The ob-

jective is to employ known relationships that can be identified in the valid values of the data set to assist 

in estimating the missing values. Mean / Mode / Median imputation is one of the most frequently used 

methods. It consists of replacing the missing data for a given attribute by the mean or median (quantita-

tive attribute) or mode (qualitative attribute) of all known values of that variable. It can be of two types:- 

• Generalized Imputation in this case, we calculate the mean or median for all non-missing values of that 

variable then replace missing value with mean or median. Like in above table, variable “Manpower” is 

missing so we take an average of all non-missing values of “Manpower” (28.33) and then replace missing 

value with it. 

• Similar case Imputation in this case, we calculate the average for gender “Male” (29.75) and “Female” 

(25) individually of non-missing values then replace the missing value based on gender. For “Male“, we 

will replace missing values of manpower with 29.75 and for “Female” with 25. 

• The prediction Model Prediction model is one of the sophisticated methods for handling missing data. 

Here, we create a predictive model to estimate values that will substitute the missing data. In this case, 

we divide our dataset into two sets: One set with no missing values for the variable and another one with 

missing values. First data set become training data set of the model while second data set with missing 

values are test data set and variable with missing values are treated as the target variable. Next, we create 

a model to predict target variable based on other attributes of the training data set and populate missing 

values of test data set. We can use regression, ANOVA, Logistic regression and various modelling tech-

nique to perform this. There are two drawbacks to this approach: 

The model estimated values are usually more well-behaved than the true values 

If there are no relationships with attributes in the data set and the attribute with missing values, then the 

model will not be precise for estimating missing values. 

• KNN Imputation In this method of imputation, the missing values of an attribute is imputed using the 

given number of attributes that are most like the attribute whose values are missing. The similarity of two 

attributes is determined using a distance function. It is also known to have certain advantage & disad-

vantages. 
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Advantages 

o a k-nearest neighbour can predict both qualitative & quantitative attributes 

o Creation of predictive model for each attribute with missing data is not required 

o Attributes with multiple missing values can be easily treated 

o Correlation structure of the data is taken into consideration 

Disadvantages 

o KNN algorithm is very time-consuming in analysing large database. It searches through all the 

dataset looking for the most similar instances. 

o Choice of k-value is very critical. A higher value of k would include attributes which are signifi-

cantly different from what we need whereas a lower value of k implies missing out of significant 

attributes. 

o After dealing with missing values, the next task is to deal with outliers. Often, we tend to neglect 

outliers while building models. This is a discouraging practice. Outliers tend to make your data 

skewed and reduces accuracy. Let’s learn more about outlier treatment. 

Select Columns in Data Set 

Creates a view of a dataset that includes or excludes specific columns 

Example Delete a column whose data is highly correlated with data in another column 

Partition and Sample 

Divides or extracts a subset of a data using sampling techniques 

Splitting and sampling datasets are both important tasks in machine learning. For example, it is a common prac-

tice to divide data into training and testing sets, so that you can evaluate a model on a holdout data set. Sam-

pling is also increasingly important in the era of big data, to ensure that there is a fair distribution of classes in 

your training data, and that you are not processing more data than is needed, it lets you reduce the size of a da-

taset while maintaining the same ratio of values.  

The Partition and Sample module in ML studio, for example, supports several important machine learning sce-

narios:  

• Dividing your data into multiple subsections of the same size. The goal might be to use the partitions for 

cross-validation or to assign cases to random groups.  

• Separating data into groups and then working with data from a specific group. You might need to ran-

domly assign cases to different groups, and then modify the features that are associated with only one 

group. You do this in the Partition and Sample module by splitting data into folds and then choosing a 

fold on which to perform further operations.  

• Sampling. You can extract a percentage of the data, apply random sampling, or choose a column to use 

for balancing the dataset and perform stratified sampling on its values.  
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• Creating a smaller dataset for testing. If you a have a lot of data, you might want to use only the first n 

rows while setting up the experiment, and then switch to using the full dataset when you build your 

model. You can also use sampling to create s smaller dataset for use in development. 

Techniques of Outlier Detection and Treatment 

What is an Outlier? 

The outlier is a commonly used terminology by analysts and data scientists as it needs close attention else it can 

result in wildly wrong estimations. Simply speaking, Outlier is an observation that appears far away and diverges 

from an overall pattern in a sample. 

Let’s take an example, we do customer profiling and find out that the average annual income of customers is $0.8 

million. But, there are two customers having an annual income of $4 and $4.2 million. These two customers annual 

income is much higher than rest of the population. These two observations will be Outliers. 

What are the types of Outliers? 

An outlier can be of two types: Univariate and Multivariate. Above, we have discussed the example of a univariate 

outlier. These outliers can be found when we look at the distribution of a single variable. Multi-variate outliers are 

outliers in an n-dimensional space. To find them, you must look at distributions in multi-dimensions. 

Let us understand this as an example. Let us say we are understanding the relationship between height and weight. 

Below, we have univariate and bivariate distribution for Height, Weight. Look at the box plot. We do not have any 

outlier (above and below 1.5*IQR, most common method). Now, look at the scatter plot. Here, we have two values 

below and one above the average in a specific segment of weight and height. 

What causes Outliers? 

Whenever we come across outliers, the ideal way to tackle them is to find out the reason for having these outliers. 

The method to deal with them would then depend on the reason for their occurrence. Causes of outliers can be 

classified into two broad categories: 

• Artificial (Error) / Non-natural 

• Natural. 
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Let’s understand various types of outliers in more detail: 

• Data Entry Errors Human errors such as errors caused during data collection, recording, or entry can cause 

outliers in data. For example, the Annual income of a customer is $100,000. Accidentally, the data entry 

operator puts an additional zero in the figure. Now the income becomes $1,000,000 which is 10 times 

higher. Evidently, this will be the outlier value when compared with rest of the population. 

• Measurement Error It is the most common source of outliers. This is caused when the measurement 

instrument used turns out to be faulty. For example, there are 10 weighing machines. 9 of them are cor-

rect, 1 is faulty. Weight measured by people on the faulty machine will be higher / lower than the rest of 

people in the group. The weights measured on the faulty machine can lead to outliers. 

• Experimental Error Another cause of outliers is experimental error. For example: In a 100m sprint of 7 

runners, one runner missed out on concentrating on the ‘Go’ call which caused him to start late. Hence, 

this caused the runner’s runtime to be more than other runners. His total run time can be an outlier. 

• Intentional Outlier This is commonly found in self-reported measures that involve sensitive data. For 

example, Teens would typically under-report the amount of alcohol that they consume. Only a fraction of 

them would report actual value. Here actual values might look like outliers because rest of the teens are 

under-reporting the consumption. 

• Data Processing Error Whenever we perform data mining, we extract data from multiple sources. It is 

possible that some manipulation or extraction errors may lead to outliers in the dataset. 

• Sampling Error for instance, we must measure the height of athletes. By mistake, we include a few bas-

ketball players in the sample. This inclusion is likely to cause outliers in the dataset. 

• Natural Outlier When an outlier is not artificial (due to error), it is a natural outlier. For instance: In my 

last assignment with one of the renowned insurance company, I noticed that the performance of top 50 

financial advisors was far higher than rest of the population. Surprisingly, it was not due to any error. 

Hence, whenever we perform any data mining activity with advisors, we used to treat this segment sep-

arately. 

What is the impact of Outliers on a dataset? 

Outliers can drastically change the results of the data analysis and statistical modelling. There are numerous un-

favourable impacts of outliers in the dataset: 

• It increases the error variance and reduces the power of statistical tests 

• If the outliers are non-randomly distributed, they can decrease normality 

• They can bias or influence estimates that may be of substantive interest 

• They can also impact the basic assumption of Regression, ANOVA and other statistical model assumptions 

To understand the impact deeply, let’s take an example to check what happens to a data set with and without 

outliers in the data set. 
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Example 

As you can see, a dataset with outliers has significantly different mean and standard deviation. In the first scenario, 

we will say that average is 5.45. But with the outlier, average soars to 30. This would change the estimate com-

pletely. 

How to detect Outliers? 

Most commonly used the method to detect outliers is visualization. We use various visualization methods, like 

Box-plot, Histogram, Scatter Plot (above, we have used box plot and scatter plot for visualization). Some analysts 

also various thumb rules to detect outliers. Some of them are: 

• Any value, which is beyond the range of -1.5 x IQR to 1.5 x IQR 

• Use capping methods. Any value which out of range of 5th and 95th percentile can be considered an 

outlier 

• Data points, three or more standard deviation away from mean are considered outlier 

• Outlier detection is merely a special case of the examination of data for influential data points and it also 

depends on the business understanding 

• Bivariate and multivariate outliers are typically measured using either an index of influence or leverage 

or distance. Popular indices such as Mahalanobis’ distance and Cook’s D are frequently used to detect 

outliers. 

• We can use PROC Univariate, PROC SGPLOT. To identify outliers and influential observation, we also look 

at statistical measures like STUDENT, COOKD, RSTUDENT and others. 

How to remove Outliers? 

Most of the ways to deal with outliers are like the methods of missing values like deleting observations, trans-

forming them, binning them, treat them as a separate group, imputing values and other statistical methods. Here, 

we will discuss the common techniques used to deal with outliers: 

• Deleting observations, we delete outlier values if it is due to data entry error, data processing error or 

outlier observations are very small in numbers. We can also use trimming at both ends to remove outliers. 
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• Transforming and binning values Transforming variables can also eliminate outliers. Natural log of a value 

reduces the variation caused by extreme values. Binning is also a form of variable transformation. Decision 

Tree algorithm allows dealing with outliers well due to binning of the variable. We can also use the process 

of assigning weights to different observations. 

• Imputing Like imputation of missing values, we can also impute outliers. We can use mean, median, mode 

imputation methods. Before imputing values, we should analyse if it is a natural outlier or artificial. If it is 

artificial, we can go with imputing values. We can also use a statistical model to predict values of outlier 

observation and after that, we can impute it with predicted values. 

• Treat separately If there are a significant number of outliers, we should treat them separately in the sta-

tistical model. One of the approaches is to treat both groups as two different groups and build an 

individual model for both groups and then combine the output. 

Till here, we have learnt about steps of data exploration, missing value treatment and techniques of outlier detec-

tion and treatment. These 3 stages will make your raw data better in terms of information availability and accuracy. 

Let’s now proceed to the final stage of data exploration. It is Feature Engineering. 

The Art of Feature Engineering 

What is Feature Engineering? 

This exercising of bringing out information from data is known as feature engineering 

Feature engineering is the science (and art) of extracting more information from existing data. You are not adding 

any new data here, but you are making the data you already have more useful. 

For example, let’s say you are trying to predict footfall in a shopping mall based on dates. If you try and use the 

dates directly, you may not be able to extract meaningful insights from the data. This is because the footfall is less 

affected by the day of the month than it is by the day of the week. Now this information about the day of the week 

is implicit in your data. You need to bring it out to make your model better. 

What is the process of Feature Engineering? 

You perform feature engineering once you have completed the first 5 steps in data exploration – Variable Identi-

fication, Univariate, Bivariate Analysis, Missing Values Imputation and Outliers Treatment. Feature engineering 

itself can be divided into 2 steps: 

• Variable Transformation. 

• Variable / Feature creation. 

These two techniques are vital in data exploration and have a remarkable impact on the power of prediction. Let’s 

understand each of this step in more details. 
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What is Variable Transformation? 

In data modelling, transformation refers to the replacement of a variable by a function. For instance, replacing a 

variable x by the square/cube root or logarithm x is a transformation. In other words, the transformation is a 

process that changes the distribution or relationship of a variable with others. 

Let’s look at the situations when the variable transformation is used. 

When should we use Variable Transformation? 

Below are the situations where variable transformation is requisite: 

When we want to change the scale of a variable or standardize the values of a variable for better understanding. 

While this transformation is a must if you have data in different scales, this transformation does not change the 

shape of the variable distribution 

When we can transform complex non-linear relationships into linear relationships. The existence of a linear rela-

tionship between variables is easier to comprehend compared to a non-linear or curved relation. Transformation 

helps us to convert a non-linear relation into a linear relation. Scatter plot can be used to find the relationship 

between two continuous variables. These transformations also improve the prediction. Log transformation is one 

of the commonly used transformation technique used in these situations. 

Symmetric distribution is preferred over skewed distribution as it is easier to interpret and generate inferences. 

Some modelling techniques require a normal distribution of variables. So, whenever we have a skewed distribu-

tion, we can use transformations which reduce skewness. For right-skewed distribution, we take square/cube root 

or logarithm of variable and for left skewed, we take square/cube or exponential of variables. 

Variable Transformation is also done from an implementation point of view (Human involvement). Let’s under-

stand it more clearly. In one of my project on employee performance, I found that age has a direct correlation 

with the performance of the employee i.e. higher the age, better the performance. From an implementation 

standpoint, launching age-based programme might present implementation challenge. However, categorizing the 

sales agents in three age group buckets of <30 years, 30-45 years and >45 and then formulating three different 

strategies for each group is a judicious approach. This categorization technique is known as Binning of Variables. 
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What are the common methods of Variable Transformation? 

There are various methods used to transform variables. As discussed, some of them include square root, cube 

root, logarithmic, binning, reciprocal and many others. Let’s look at these methods in detail by highlighting the 

pros and cons of these transformation methods. 

• Logarithm Log of a variable is a common transformation method used to change the shape of the 

distribution of the variable on a distribution plot. It is generally used for reducing right skewness of vari-

ables. Though, it can’t be applied to zero or negative values as well. 

• Square / Cube root the square and cube root of a variable has a sound effect on variable distribution. 

However, it is not as significant as logarithmic transformation. Cube root has its own advantage. It can be 

applied to negative values including zero. The square root can be applied to positive values including zero. 

• Binning it is used for categorizing variables. It is performed on original values, percentile or frequency. 

The decision of categorization technique is based on business understanding. For example, we can cate-

gorize income in three categories, namely: High, Average and Low. We can also perform co-variate binning 

which depends on the value of more than one variables. 

What is Feature / Variable Creation & its Benefits? 

Feature / Variable creation is a process to generate a new variables / features based on existing variable(s). For 

example, say, we have a date(dd-mm-yy) as an input variable in a data set. We can generate new variables like a 

day, month, year, week, weekday that may have a better relationship with target variable. This step is used to 

highlight the hidden relationship in a variable: 

There are various techniques to create new features. Let’s look at the some of the commonly used methods: 

• Creating derived variables This refers to creating new variables from existing variable(s) using a set of 

functions or different methods. Let’s look at it through “Titanic – Kaggle competition”. In this data set, 

variable age has missing values. To predict missing values, we used the salutation (Master, Mr, Miss, Mrs) 

of the name as a new variable. How do we decide which variable to create? Honestly, this depends on a 

business understanding of the analyst, his curiosity and the set of the hypothesis he might have about the 

problem. Methods such as taking the log of variables, binning variables and other methods of variable 

transformation can also be used to create new variables. 
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• Creating dummy variables One of the most common applications of the dummy variable is to convert a 

categorical variable into numerical variables. Dummy variables are also called Indicator Variables. It is 

useful to take a categorical variable as a predictor in statistical models. A categorical variable can take 

values 0 and 1. Let’s take a variable ‘gender’. We can produce two variables, namely, “Var_Male” with 

values 1 (Male) and 0 (No male) and “Var_Female” with values 1 (Female) and 0 (No Female). We can also 

create dummy variables for more than two classes of categorical variables with n or n-1 dummy variables. 
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Chapter 05 – Data Extract, Transformation and Loading 
(ETL) 
Acquiring Data for an Application  

Data Acquisition 
Data may be stored in a variety of formats. Popular formats for text data include HTML, Comma Separated Values 

(CSV), JavaScript Object Notation (JSON), and XML. Image and audio data are stored in many formats. However, it 

is frequently necessary to convert one data format into another format, typically plain text. 

Data is acquired using techniques such as processing live streams, downloading compressed files, and through 

screen scraping, where the information on a web page is extracted. Web crawling is a technique where a program 

examines a series of web pages, moving from one page to another, acquiring the data that it needs. 

The importance and process of Cleaning Data 

Data Wrangling, Reshaping, or Munging 
Real-world data is frequently dirty and unstructured and must be reworked before it is usable. Data may contain 

errors, have duplicate entries, exist in the wrong format, or be inconsistent. The process of addressing these types 

of issues is called data cleaning. Data cleaning is also referred to as data wrangling, massaging, reshaping, or 

munging.  

Data merging where data from multiple sources is combined is often considered to be a data cleaning activity. We 

need to clean data because any analysis based on inaccurate data can produce misleading results. We want to 

ensure that the data we work with is quality data. 

Data imputation refers to the process of identifying and replacing missing data in each dataset. In almost any 

substantial case of data analysis, missing data will be an issue, and it needs to be addressed before data can be 

properly analysed. Trying to process data that is missing information is a lot like trying to understand a conversa-

tion where every occasion, a word is dropped. Sometimes we can understand what is intended. In other situations, 

we may be completely lost as to what is trying to be conveyed. Among statistical analysts, there exist differences 

of opinion as to how missing data should be handled but the most common approaches involve replacing missing 

data with a reasonable estimate or with an empty or null value. To prevent skewing and misalignment of data, 

many statisticians advocate for replacing missing data with values representative of the average or expected value 

for that dataset. The methodology for determining a representative value and assigning it to a location within the 

data will vary depending upon the data and we cannot illustrate every example in this chapter. However, for ex-

ample, if a dataset contained a list of temperatures across a range of dates, and one date was missing a tempera-

ture, that date can be assigned a temperature that was the average of the temperatures within the dataset. 

Data Quality involves: 

o Validity Ensuring that the data possesses the correct form or structure 

o Accuracy The values within the data are truly representative of the dataset 

o Completeness There are no missing elements 

o Consistency Changes to data are in sync 
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o Uniformity The same units of measurement are used 

Data validation is an important part of data science. Before we can analyse and manipulate data, we need to 

verify that the data is of the type expected. We have organized our code into simple methods designed to ac-

complish very basic validation tasks. The code within these methods can be adapted into existing applications. 

There are several techniques and tools used to clean data. We will examine the following approaches: 

o Handling different types of data 

o Cleaning and manipulating text data 

o Filling in missing data 

o Validating data 

Visualizing Data to Enhance Understanding 

Data Visualisation 
The human mind is often good at seeing patterns, trends, and outliers in visual representations. A large amount 

of data present in many data science problems can be analysed using visualization techniques. Visualization is 

appropriate for a wide range of audiences, ranging from analysts to upper-level management, to clientele.  

Visualization is an important step in data analysis because it allows us to conceive of large datasets in practical 

and meaningful ways. We can look at small datasets of values and perhaps draw conclusions from the patterns 

we see, but this is an overwhelming and unreliable process. Using visualization tools helps us identify potential 

problems or unexpected data results, as well as construct meaningful interpretations of good data. 

One example of the usefulness of data visualization comes with the presence of outliers. Visualizing data allows 

us to quickly see data results significantly outside of our expectations, and we can choose how to modify the data 

to build a clean and usable dataset. This process allows us to see errors quickly and deal with them before they 

become a problem later. Additionally, visualization allows us to easily classify information and help analysts or-

ganize their inquiries in a manner best suited to their dataset. 

Various Visualisation Models are Bar Charts, Pie Charts, Time Series Graphs, Index Charts, Histograms, Scatter 

Plots, Area Charts, Donut Charts, Bubble Charts. 

Visualisation Goals 

Each type of visual expression lends itself to different types of data and data analysis purposes. One common 

purpose of data analysis is data classification. This involves determining which subset within a dataset a data value 

belongs to. This process may occur early in the data analysis process because breaking data apart into manageable 

and related pieces simplifies the analysis process. Often, classification is not the end goal but rather an important 

intermediary step before further analysis can be undertaken. 

Training, validation, and Testing 
When doing cross-validation, there's still a danger of overfitting. Since we try a lot of different experiments on the 

same validation set, we might accidentally pick the model which just happened to do well on the validation set--

but it may, later, fail to generalize to unseen data. 
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The solution to this problem is to hold out a test set at the very beginning and do not touch it at all until we select 

what we think is the best model. And we use it only for evaluating the final model on it. 

So how do we select the best model? What we can do is to do cross-validation on the remaining train data. It can 

hold out or k-fold cross-validation. In general, you should prefer doing k-fold cross-validation because it also gives 

you the spread of performance, and you may use it in for model selection as well. 

The following diagram illustrates the process: 

According to the diagram, a typical data science workflow should be the following: 

o 0: Select some metric for validation, for example, accuracy or AUC 

o 1: Split all the data into train and test sets 

o 2: Split the training data further and hold out a validation dataset or split it into k folds 

o 3: Use the validation data for model selection and parameter optimization 

o 4: Select the best model according to the validation set and evaluate it against the holdout test set 

Evaluation 
As with classification, we also need to evaluate the results of our models. There are some metrics that help to do 

that and select the best model. Let's go over the two most popular ones: Mean Squared Error (MSE) and Mean 

Absolute Error (MAE).  
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Chapter 06 – Theory of Deep Learning 
Introduction 
Deep Learning allows computational models composed of multiple processing layers to learn representations of 

data with multiple levels of abstraction. These methods have dramatically improved the state-of-the-art in speech 

recognition, visual object recognition, object detection, and many other domains such as drug discovery and ge-

nomics. Deep learning discovers intricate structure in large datasets by using the back-propagation algorithm to 

indicate how a machine should change its internal parameters that are used to compute the representation in 

each layer from the representation in the previous layer. Deep convolutional nets have brought about dramatic 

improvements in processing images, video, speech and audio, while recurrent nets have shone on sequential data 

such as text and speech. Representation learning is a set of methods that allow a machine to be fed with raw data 

and to automatically discover the representations needed for detection or classification. Deep learning methods 

are representation learning methods with multiple levels of representation, obtained by composing simple but 

non-linear modules that each transform the representation at one level (starting with the raw input) into a repre-

sentation at a higher, slightly more abstract level. 

Deep learning is a subset of machine learning. Usually, when people use the term deep learning, they are referring 

to deep artificial neural networks, and somewhat less frequently towards deep reinforcement learning. 

Deep artificial neural networks are a set of algorithms that have set new records in accuracy for many important 

problems, such as image recognition, sound recognition, recommender systems, etc. For example, deep learning 

is part of DeepMind’s well-known AlphaGo algorithm, which beat the former world champion Lee Sedol at Go in 

early 2016, and the current world champion Ke Jie in early 2017. A complete explanation of neural works is here. 

Deep is a technical term. It refers to the number of layers in a neural network. A shallow network has one so-called 

hidden layer, and a deep network has more than one. Multiple hidden layers allow deep neural networks to learn 

features of the data in a so-called feature hierarchy, because simple features (e.g. two pixels) recombine from one 

layer to the next, to form more complex features (e.g. a line). Nets with many layers pass input data (features) 

through more mathematical operations than nets with few layers, and are therefore more computationally inten-

sive to train. Computational insensitivity is one of the hallmarks of deep learning, and it is one reason why GPUs 

are in demand to train deep-learning models. 

So, you could apply the same definition to deep learning that Arthur Samuel did to machine learning – a “field of 

study that gives computers the ability to learn without being explicitly programmed” – while adding that it tends 

to result in higher accuracy, require more hardware or training time, and perform exceptionally well on machine 

perception tasks that involved unstructured data such as blobs of pixels or text. 

Neural Network Definition 
Neural networks are a set of algorithms, modelled loosely after the human brain, that is designed to recognize 

patterns. They interpret sensory data through a kind of machine perception, labelling or clustering raw input. The 

patterns they recognize are numerical, contained in vectors, into which all real-world data, be it images, sound, 

text or time series, must be translated. 
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Neural networks help us cluster and classify. You can think of them as a clustering and classification layer on top 

of data you store and manage. They help to group unlabelled data according to similarities among the example 

inputs, and they classify data when they have a labelled dataset to train on. (To be more precise, neural networks 

extract features that are fed to other algorithms for clustering and classification; so, you can think of deep neural 

networks as components of larger machine-learning applications involving algorithms for reinforcement learning, 

classification and regression.) 

What kind of problems does deep learning solve, and more importantly, can it solve yours? To know the answer, 

you need to ask yourself a few questions: What outcomes do I care about? Those outcomes are labels that could 

be applied to data: for example, spam or not_spam in an email filter, good_guy or bad_guy in fraud detection, 

angry_customer or happy_customer in customer relationship management. Then ask: Do I have the data to ac-

company those labels? That is, can I find labelled data, or can I create a labelled dataset (with a service like Me-

chanical Turk or Crowd-flower) where spam has been labelled as spam, to teach an algorithm, the correlation 

between labels and inputs? 

Single-Layer Neural Network 
A single-layer neural network in deep learning is a net composed of an input layer, which is a visible layer, and a 

hidden output layer. 

The single-layer network’s goal, or objective function, is to learn features by minimizing reconstruction entropy. 

This allows it to auto-learn features of the input, which leads to finding good correlations and higher accuracy in 

identifying discriminatory features. From there, a multilayer network leverages this to accurately classify the data. 

This is the pre-training step. 

Each single-layer network has the following attributes: 

• Hidden Bias The bias for the output 

• Visible Bias The bias for the input 

• Weight Matrix The weights for the machine 

Types of single-layer neural networks 

• Restricted Boltzmann Machines 

• Continuous Restricted Boltzmann Machine 

• De-noising Auto Encoder 

Training a single-layer network 

Train a network by joining the input vector to the input layer. Distort the input with some Gaussian noise. This 

noise function will vary depending on the network. Then minimize reconstruction entropy through pre-training 

until the network learns the best features for reconstructing the input data. 

Learning rate 

A typical learning-rate value is between 0.001 and 0.1. The learning rate, or step rate, is the rate at which a function 

steps within a search space. Smaller learning rates mean higher training times but may lead to more precise results. 
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Momentum 

Momentum is an extra factor in determining how fast an optimization algorithm converges. 

L2 regularization constant 

L2 is the lambda discussed in the equation here. 

Multi-Layer Neural Networks (Creating Deep-Learning) 
A multilayer neural network is a stacked representation of a single-layer neural network. The input layer is tacked 

onto the first-layer neural network and a feed-forward network. Each subsequent layer after the input layer uses 

the output of the previous layer as its input. 

A multilayer network will accept the same kinds of inputs as a single-layer network. The multilayer network pa-

rameters are also typically the same as their single-layer network counterparts. 

The output layer for a multilayer network is typically a logistic regression classifier, which sorts results into zeros 

and ones. This is a discriminatory layer used for classification of input features based on the final hidden layer of 

the deep network. 

A multilayer network is composed of the following kinds of layers: 

• K single layer networks 

• A soft-max regression output layer. 

Types of multilayer networks 

• Stacked De-Noising Auto-Encoders 

• Deep Belief Networks 

Parameters 

Below are the parameters what you need to think about when training a network. 

Learning rate 

The learning rate, or step rate, is the rate at which a function steps through the search space. The typical value of 

the learning rate is between 0.001 and 0.1. Smaller steps mean longer training times but can lead to more precise 

results. 

Momentum 

Momentum is an additional factor in determining how fast an optimization algorithm converges on the optimum 

point. 

If you want to speed up the training, increase the momentum. But you should know that higher speeds can lower 

a model’s accuracy. 

To dig deeper, momentum is a variable between zero and one that is applied as a factor to the derivative of the 

rate of change of the matrix. It affects the change rate of the weights over time. 

http://ufldl.stanford.edu/wiki/index.php/Backpropagation_Algorithm
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L2 regularization constant 

L2 is the lambda discussed in this equation here. 

Pre-training step 

For pre-training – i.e. learning the features via reconstruction at each layer – a layer is trained and then the output 

is piped to the next layer. 

Fine-tuning step 

Finally, the logistic regression output layer is trained, and then backpropagation happens for each layer. 

Questions to Ask When Applying Deep Learning 
We can’t answer these questions for you because the responses will be specific to the problem you seek to solve. 

But we hope this will serve as a useful checklist to clarify how you initially approach your choice of algorithms and 

tools: 

• Is my problem supervised or unsupervised? If supervised, is it a classification or regression problem? 

Supervised learning has a teacher. That teacher takes the form of a training set that establishes correla-

tions between two types of data, your input and your output. You may want to apply labels to images, for 

example. In this classification problem, your input is raw pixels, and your output is the name of whatever’s 

in the picture. In a regression example, you might teach a neural net how to predict continuous values 

such as housing price based on an input like square-footage. Unsupervised learning, on the other hand, 

can help you detect similarities and anomalies simply by analysing unlabelled data. Unsupervised learning 

has no teacher; it can be applied to use cases such as image search and fraud detection. 

• If supervised, how many labels am I dealing with? The more labels you need to apply accurately, the 

more computationally intensive your problem will be. ImageNet has a training set with about 1000 classes; 

the Iris dataset has just 3. 

• What’s my batch size? A batch is a bundle of examples, or instances from your dataset, such as a group 

of images. In training, all the instances of a batch are passed through the net, and the error resulting from 

the net’s guesses is averaged from all instances in the batch and then used to update the weights of the 

model. Larger batches mean you wait longer between each update, or learning the step. Small batches 

mean the net learns less about the underlying dataset with each batch. Batch sizes of 1000 can work well 

on some problems if you have a lot of data and you’re looking for a smart default to start with. 

• How many features am I dealing with? The more features you have, the more memory you’ll need. With 

images, the features of the first layer equal the number of pixels in the image. So MNIST’s 28*28-pixel 

images have 784 features. In medical diagnostics, you may be looking at 14 megapixels. 

• Another way to ask that same question is: What is my architecture? Resnet, the Microsoft Research net 

that won the most recent ImageNet competition, had 150 layers. All other things being equal, the more 

layers you add, the more features you must deal with, the more memory you need. A dense layer in a 

multilayer perceptron (MLP) is a lot more feature intensive than a convolutional layer. People use convo-

lutional nets with subsampling precisely because they get to aggressively prune the features they’re com-

puting. 

• How am I going to tune my neural net? Tuning neural nets is still something of a dark art for a lot of 

people. There are a couple of ways to go about it. You can tune empirically, looking at the f1 score of your 

http://ufldl.stanford.edu/wiki/index.php/Backpropagation_Algorithm
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net and then adjusting the hyperparameters. You can tune with some degree of automation using tools 

like hyperparameter optimization example here. And finally, you can rely on heuristics like a GUI, which 

will show you exactly how quickly your error is decreasing, and what your activation distribution looks 

like. 

• How much data is sufficient to train my model? 

o How do I go about finding that data? 

• Hardware: Will I be using GPUs, CPUs or both? Am I going to rely on a single-system GPU or a distributed 

system? A lot of research is being conducted on 1-4 GPUs. Enterprise solutions usually require more and 

must work with large CPU clusters as well. 

• What’s my data pipeline? How do I plan to extract, transform and load the data (ETL)? Is it in a SQL DB? 

Is it on a Hadoop cluster? Is it local or in the cloud? 

• How will I featurise that data? Even though deep learning extracts features automatically, you can lighten 

the computational load and speed training with different forms of feature engineering, especially when 

the features are sparse. 

• What kind of non-linearity, loss function and weight initialization will I use? The non-linearity is the 

activation function tied to each layer of your deep net. It might be sigmoid, rectified linear, or something 

else. Specific non-linearities often go hand in hand with specific loss functions. 

• What is the simplest architecture I can use for this problem? Not everyone is willing or able to apply 

Resnet to image classification. 

• Where will my net be trained and where will the model be deployed? What does it need to integrate 

with? Most people don’t think about these questions until they have a working prototype, at which point 

they find themselves forced to rewrite their net with more scalable tools. You should be asking whether 

you’ll eventually need to use Spark, AWS or Hadoop, among other platforms. 

A Few Concrete Examples 
Deep learning maps inputs to outputs. It finds correlations. It is known as a “universal approximator”, because it 

can learn to approximate the function f(x) = y between any input x and any output y, assuming they are related 

through correlation or causation at all. In the process of learning, a neural network finds the right f, or the correct 

manner of transforming x into y, whether that be f(x) = 3x + 12 or f(x) = 9x – 0.1. Here are a few examples of what 

deep learning can do. 

Classification 

All classification tasks depend upon labelled datasets; that is, humans must transfer their knowledge to the dataset 

for a neural to learn the correlation between labels and data. This is known as supervised learning. 

• Detect faces, identify people in images, recognize facial expressions (angry, joyful) 

• Identify objects in images (stop signs, pedestrians, lane markers…) 

• Recognise gestures in video 

• Detect voices, identify speakers, transcribe speech to text, recognize sentiments in speech (voice) 

• Classify text as spam (in emails), or fraudulent (in insurance claims); recognize sentiment in text (customer 

feedback) 
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Any labels that humans can generate, any outcomes you care about and which correlate to data, can be used to 

train a neural network. 

Clustering 

Clustering or grouping is the detection of similarities. Deep learning does not require labels to detect similarities. 

Learning without labels is called unsupervised learning. Unlabelled data is most of the data in the world. One law 

of machine learning is: the more data an algorithm can train on, the more accurate it will be. Therefore, unsuper-

vised learning has the potential to produce highly accurate models. 

• Search: Comparing documents, images or sounds to surface similar items. 

• Anomaly detection: The flip-side of detecting similarities is detecting anomalies or unusual behaviour. In 

many cases, unusual behaviour. correlates highly with things you want to detect and prevent, such as 

fraud. 

Predictive Analytics 

With classification, deep learning can establish correlations between, say, pixels in an image and the name of a 

person. You might call this a static prediction. By the same token, exposed to enough of the right data, deep 

learning can establish correlations between present events and future events. The future event is like the label in 

a sense. Deep learning doesn’t necessarily care about time or the fact that something hasn’t happened yet. Given 

a time series, deep learning may read a string of number and predict the number most likely to occur next. 

• Hardware breakdowns (data centres, manufacturing, transport) 

• Health breakdowns (strokes, heart attacks based on vital stats and data from wearables) 

• Customer churn (predicting the likelihood that a customer will leave, based on web activity and metadata) 

• Employee turnover (ditto, but for employees) 

The better we can predict, the better we can prevent and pre-empt. As you can see, with neural networks, we’re 

moving towards a world of fewer surprises. Not zero surprises, just marginally fewer. 

With that brief overview of deep learning use cases, let’s look at what neural nets are made of. 

Neural Network Elements 
Deep learning is the name we use for “stacked neural networks”; that is, networks composed of several layers. 

The layers are made of nodes. A node is just a place where computation happens, loosely patterned on a neuron 

in the human brain, which fires when it encounters sufficient stimuli. A node combines input from the data with 

a set of coefficients, or weights, that either amplify or dampen that input, thereby assigning significance to inputs 

for the task the algorithm is trying to learn. (For example, which input is most helpful is classifying data without 

error?) These input-weight products are summed, and the sum is passed through a node’s so-called activation 

function, to determine whether and to what extent that signal progresses further through the network to affect 

the ultimate outcome, say, an act of classification. 

Here’s a diagram of what one node might look like. 
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A node layer is a row of those neuron-like switches that turn on or off as the input is fed through the net. Each 

layer’s output is simultaneously the subsequent layer’s input, starting from an initial input layer receiving your 

data. 

Pairing adjustable weights with input features is how we assign significance to those features about how the net-

work classifies and clusters input. 

Key Concepts of Deep Neural Networks 
Deep-learning networks are distinguished from the more commonplace single-hidden-layer neural networks by 

their depth; that is, the number of node layers through which data passes through a multi-step process of pattern 

recognition. 

Traditional machine learning relies on shallow nets, composed of one input and one output layer, and at most one 

hidden layer in between. More than three layers (including input and output) qualifies as “deep” learning. So deep 

is a strictly defined, technical term that means more than one hidden layer. 
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In deep-learning networks, each layer of nodes trains on a distinct set of features based on the previous layer’s 

output. The further you advance into the neural net, the more complex the features your nodes can recognize 

since they aggregate and recombine features from the previous layer. 

This is known as feature hierarchy, and it is a hierarchy of increasing complexity and abstraction. It makes deep-

learning networks capable of handling very large, high-dimensional data sets with billions of parameters that pass 

through non-linear functions. 

Above all, these nets can discover latent structures within unlabelled, unstructured data, which is most of the data 

in the world. Another word for unstructured data is raw media; i.e. pictures, texts, video and audio recordings. 

Therefore, one of the problems deep learning solves best is in processing and clustering the world’s raw, unla-

belled media, discerning similarities and anomalies in data that no human has organized in a relational database 

or ever put a name to. 

For example, deep learning can take a million images, and cluster them according to their similarities: cats in one 

corner, icebreakers in another, and in a third all the photos of your grandmother. This is the basis of so-called 

smart photo albums. 

Now apply that same idea to other data types: Deep learning might cluster raw text such as emails or news articles. 

Emails full of angry complaints might cluster in one corner of the vector space, while satisfied customers, or spam-

bot messages, might cluster in others. This is the basis of various messaging filters and can be used in customer-

relationship management (CRM). The same applies to voice messages. With time series, data might cluster around 

normal/healthy behaviour. and anomalous/dangerous behaviour. If the time series data is being generated by a 

smartphone, it will provide insight into users’ health and habits; if it is being generated by an auto-part, it might 

be used to prevent catastrophic breakdowns. 

Deep-learning networks perform automatic feature extraction without human intervention, unlike most tradi-

tional machine-learning algorithms. Given that feature extraction is a task that can take teams of data scientists 

years to accomplish, deep learning is a way to circumvent the choke-point of limited experts. It augments the 

powers of small data science teams, which by their nature do not scale. 
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When training on unlabelled data, each node layer in a deep network learns features automatically by repeatedly 

trying to reconstruct the input from which it draws its samples, attempting to minimize the difference between 

the network’s guesses and the probability distribution of the input data itself. Restricted Boltzmann machines, for 

examples, create so-called reconstructions in this manner. 

In the process, these networks learn to recognize correlations between certain relevant features and optimal re-

sults – they draw connections between feature signals and what those features represent, whether it be a full 

reconstruction, or with labelled data. 

A deep-learning network trained on labelled data can then be applied to unstructured data, giving it access to 

much more input than machine-learning nets. This is a recipe for higher performance: the more data a net can 

train on, the more accurate it is likely to be. (Bad algorithms trained on lots of data can outperform good algo-

rithms trained on very little.) Deep learning’s ability to process and learn from huge quantities of unlabelled data 

give it a distinct advantage over previous algorithms. 

Deep-learning networks end in an output layer: a logistic, or soft-max, a classifier that assigns a likelihood to an 

outcome or label. We call that predictive, but it is predictive in a broad sense. Given raw data in the form of an 

image, a deep-learning network may decide, for example, that the input data is 90 percent likely to represent a 

person. 

Example: Feed-Forward Networks 
Our goal in using a neural net is to arrive at the point of least error as fast as possible. We are running a race, and 

the race is around a track, so we pass the same points repeatedly in a loop. The starting line for the race is the 

state in which our weights are initialized, and the finish line is the state of those parameters when they can pro-

duce accurate classifications and predictions. 

The race itself involves many steps, and each of those steps resembles the steps before and after. Just like a runner, 

we will engage in a repetitive act over and over to arrive at the finish. Each step of a neural network involves a 

guess, an error measurement and a slight update in its weights, an incremental adjustment to the coefficients. 

A collection of weights, whether they are in their start or end state, is also called a model, because it is an attempt 

to model data’s relationship to ground-truth labels, to grasp the data’s structure. Models normally start out bad 

and end up less bad, changing over time as the neural network updates its parameters. 

This is because a neural network is born of ignorance. It does not know which weights and biases will translate the 

input best to make the correct guesses. It must start out with a guess, and then try to make better guesses se-

quentially as it learns from its mistakes. (You can think of a neural network as a miniature enactment of the scien-

tific method, testing hypotheses and trying again – only it is the scientific method with a blindfold on.) 

Here is a simple explanation of what happens during learning with a feed-forward neural network, the simplest 

architecture to explain. 

Input enters the network. The coefficients, or weights, map that input to a set of guesses the network makes at 

the end. 

input * weight = guess 
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Weighted input results in a guess about what that input is. The neural then takes its guess and compares it to a 

ground-truth about the data, effectively asking an expert “Did I get this right?”. 

ground truth – guess = error 

The difference between the network’s guess and the ground truth is its error. The network measures that error, 

and walks the error back over its model, adjusting weights to the extent that they contributed to the error. 

error * weight's contribution to error = adjustment 

The three pseudo-mathematical formulas above account for the three key functions of neural networks: scoring 

input, calculating loss and applying an update to the model – to begin the three-step process over again. A neural 

network is a corrective feedback loop, rewarding weights that support its correct guesses, and punishing weights 

that lead it to error. 

Let’s linger on the first step above. 

Multiple Linear Regression 
Despite their biologically inspired name, artificial neural networks are nothing more than math and code, like any 

other machine-learning algorithm. In fact, anyone who understands linear regression, one of the first methods 

you learn in statistics, can understand how neural networks. In its simplest form, linear regression is expressed as 

Y_hat = bX + a 

Where Y_hat is the estimated output, X is the input, b is the slope and an is the intercept of a line on the vertical 

axis of a two-dimensional graph. (To make this more concrete: X could be radiation exposure and Y could be the 

cancer risk; X could be daily push-ups and Y could be the total weight you can bench-press; X the amount of ferti-

lizer and Y the size of the crop.) You can imagine that every time you add a unit to X, the dependent variable Y 

increases proportionally, no matter how far along you are on the X-axis. That simple relation between two varia-

bles moving up or down together is a starting point. 

The next step is to imagine multiple linear regression, where you have many input variables producing an output 

variable. It’s typically expressed like this: 

Y_hat = b_1*X_1 + b_2*X_2 + b_3*X_3 + a 

(To extend the crop example above, you might add the amount of sunlight and rainfall in a growing season to the 

fertilizer variable, with all three affecting Y_hat.) 

Now, that form of multiple linear regression is happening at every node of a neural network. For each node of a 

single layer, input from each node of the previous layer is recombined with input from every other node. That is, 

the inputs are mixed in different proportions, according to their coefficients, which are different leading into each 

node of the subsequent layer. In this way, a net test which combination of input is significant as it tries to reduce 

error. 
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Once you sum your node inputs to arrive at Y_hat, it’s passed through a non-linear function. Here’s why: If every 

node merely performed multiple linear regression, Y_hat would increase linearly and without limit as the X’s in-

crease, but that doesn’t suit our purposes. 

What we are trying to build at each node is a switch (like a neuron…) that turns on and off, depending on whether 

it should let the signal of the input pass through to affect the ultimate decisions of the network. 

When you have a switch, you have a classification problem. Does the input’s signal indicate the node should clas-

sify it as enough, or not_enough, on or off? A binary decision can be expressed by 1 and 0, and logistic regression 

is a non-linear function that squashes input to translate it to a space between 0 and 1. 

The non-linear transforms at each node are usually S-shaped functions like logistic regression. They go by the 

names of sigmoid (the Greek word for “S”), tanh, hard tanh, etc., and they shape the output of each node. The 

output of all nodes, each squashed into an s-shaped space between 0 and 1, is then passed as input to the next 

layer in a feed-forward neural network, and so on until the signal reaches the final layer of the net, where decisions 

are made. 

Gradient Descent 
The name for one commonly used optimization function that adjusts weights according to the error they caused 

is called “gradient descent.” 

The gradient is another word for slope, and slope, in its typical form on an x-y graph, represents how two variables 

relate to each other: rise over run, the change in money over the change in time, etc. In this case, the slope we 

care about describes the relationship between the network’s error and a single weight; i.e. that is, how does the 

error vary as the weight is adjusted. 

To put a finer point on it, which weight will produce the least error? Which one correctly represents the signals 

contained in the input data, and translates them to a correct classification? Which one can hear “nose” in an input 

image, and know that should be labelled as a face and not a frying pan? 

As a neural network learns, it slowly adjusts many weights so that they can map signal to meaning correctly. The 

relationship between network Error and each of those weights is a derivative, dE/dw, that measures the degree 

to which a slight change in a weight causes a slight change in the error. 

Each weight is just one factor in a deep network that involves many transforms; the signal of the weight passes 

through activations and sums over several layers, so we use the chain rule of calculus to march back through the 

networks activations and outputs and finally arrive at the weight in question, and its relationship to overall error. 

The chain rule in calculus states that 

That is, given two variables, Error and weight, that are mediated by a third variable, activation, through which the 

weight is passed, you can calculate how a change in weight affects a change in Error by first calculating how a 

change in activation affects a change in Error, and how a change in weight affects a change in activation. 
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The essence of learning in deep learning is nothing more than that: adjusting a model’s weights in response to the 

error it produces until you can’t reduce the error anymore. 

Updaters 
Possible Updaters: ADADELTA, ADAGRAD, ADAM, NESTEROVS, NONE, RMSPROP, SGD, CONJUGATE GRADIENT, 

HESSIAN FREE, LBFGS, LINE GRADIENT DESCENT 

Activation Functions 
The activation function determines what output a node will generate base upon its input. Sigmoid activation func-

tions had been very popular, ReLU is currently very popular. In Deep Learning the activation function is set at the 

layer level and applies to all neurons in that layer. 

Possible Activation functions: CUBE, ELU, HARDSIGMOID, HARDTANH, IDENTITY, LEAKYRELU, RATIONALTANH, 

RELU, RRELU, SIGMOID, SOFTMAX, SOFTPLUS, SOFTSIGN, TANH 

Logistic Regression 
On a deep neural network of many layers, the final layer has a role. When dealing with labelled input, the output 

layer classifies each example, applying the most likely label. Each node on the output layer represents one label, 

and that node turns on or off according to the strength of the signal it receives from the previous layer’s input and 

parameters. 

Each output node produces two possible outcomes, the binary output values 0 or 1 because an input variable 

either deserves a label or it does not. After all, there is no such thing as a little pregnant. 

While neural networks working with labelled data produce a binary output, the input they receive is often contin-

uous. That is, the signals that the network receives as input will span a range of values and include any number of 

metrics, depending on the problem it seeks to solve. 

For example, a recommendation engine must make a binary decision about whether to serve an ad or not. But 

the input it bases its decision on could include how much a customer has spent on Amazon in the last week, or 

how often that customer visits the site. 

So, the output layer must condense signals such as $67.59 spent on diapers, and 15 visits to a website, into a range 

between 0 and 1; i.e. a probability that a given input should be labelled or not. 

The mechanism we use to convert continuous signals into binary output is called logistic regression. The name is 

unfortunate since logistic regression is used for classification rather than regression in the linear sense that most 

people are familiar with. It calculates the probability that a set of inputs match the label. 

Let’s examine this little formula. 

For continuous inputs to be expressed as probabilities, they must output positive results, since there is no such 

thing as a negative probability. That’s why you see input as the exponent of e in the denominator – because ex-

ponents force our results to be greater than zero. Now consider the relationship of e’s exponent to the fraction 
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1/1. One, as we know, is the ceiling of a probability, beyond which our results can’t go without being absurd. 

(We’re 120% sure of that.) 

As the input x that triggers a label grows, the expression e to the x shrinks toward zero, leaving us with the fraction 

1/1, or 100%, which means we approach (without ever quite reaching) absolute certainty that the label applies. 

Input that correlates negatively with your output will have its value flipped by the negative sign on e’s exponent, 

and as that negative signal grows, the quantity e to the x becomes larger, pushing the entire fraction ever closer 

to zero. 

Now imagine that, rather than having x as the exponent, you have the sum of the products of all the weights and 

their corresponding inputs – the total signal passing through your net. That’s what you’re feeding into the logistic 

regression layer at the output layer of a neural network classifier. 

With this layer, we can set a decision threshold above which an example is labelled 1, and below which it is not. 

You can set different thresholds as you prefer – a low threshold will increase the number of false positives, and a 

higher one will increase the number of false negatives – depending on which side you would like to err. 

Loss Functions 
Possible Loss Functions: MSE: Mean Squared Error → Linear Regression, EXPLL: Exponential log likelihood→Pois-

son Regression, XENT: Cross Entropy→Binary Classification, MCXENT: Multiclass Cross Entropy, RMSE_XENT: 

RMSE Cross Entropy, SQUARED_LOSS: Squared Loss, NEGATIVELOGLIKELIHOOD: Negative Log Likelihood 

Neural-network with Regression 
Broadly speaking, neural networks are used for clustering through unsupervised learning, classification through 

supervised learning, or regression. That is, they help group unlabelled data, categorize labelled data or predict 

continuous values. 

While classification typically uses a form of logistic regression in the net’s final layer to convert continuous data 

into dummy variables like 0 and 1 – e.g. given someone’s height, weight and age you might bucket them as a heart-

disease candidate or not – true regression maps one set of continuous inputs to another set of continuous outputs. 

For example, given the age and floor space of a house and its distance from a good school, you might predict how 

much the house would sell for: continuous to continuous. No dummy variables like one find in classification, just 

mapping independent variables x to a continuous y. 

Reasonable people can disagree about whether using neural networks for regression is overkill. The point of this 

post is just to explain how it can be done (it’s easy). 

https://deeplearning4j.org/unsupervised-learning
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In the diagram above, x stands for input, the features passed forward from the network’s previous layer. Many x’s 

will be fed into each node of the last hidden layer, and each x will be multiplied by a corresponding weight, w. 

The sum of those products is added to a bias and fed into an activation function. In this case, the activation function 

is a rectified linear unit (ReLU), commonly used and highly useful because it doesn’t saturate on shallow gradients 

as sigmoid activation functions do. 

For each hidden node, ReLU outputs an activation, a, and the activations are summed going into the output node, 

which simply passes the activations’ sum through. 

That is, a neural network performing regression will have one output node, and that node will just multiply the 

sum of the previous layer’s activations by 1. The result will be ŷ, “y hat”, the network’s estimate, the dependent 

variable that all your x’s map to. 

To perform back-propagation and make the network learn, you simply compare ŷ to the ground-truth value of y 

and adjust the weights and biases of the network until the error is minimized, much as you would with a classifier. 

Root-means-squared-error (RMSE) could be the loss function. 

In this way, you can use a neural network to get the function relating an arbitrary number of independent variables 

x to a dependent variable y that you’re trying to predict. 

Neural Networks & Artificial Intelligence 
In some circles, neural networks are thought of as “brute force” AI, because they start with a blank slate and 

hammer their way through to an accurate model. They are effective but to some eyes inefficient in their approach 

to modelling, which can’t make assumptions about functional dependencies between output and input. 

That said, gradient descent is not recombining every weight with every other to find the best match – its method 

of pathfinding shrinks the relevant weight space, and therefore the number of updates and required computation, 

by many orders of magnitude. 

Enterprise-Scale Deep Learning 
To train complex neural networks on very large datasets, a deep learning cluster using multiple chips, distributed 

over both GPUs and CPUs, is necessary if one is to train the network in a reasonable amount of time. Software 

engineers training those nets may avail themselves of GPUs in the cloud, or choose to depend on proprietary racks. 

Deep Learning should scale out equally well on both, using Spark as an access layer to orchestrate multiple host 

threads over many cores. 
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DENSER: Deep Evolutionary Network Structured Representation 
Deep Evolutionary Network Structured Representation (DENSER) is a novel approach to automatically design Ar-

tificial Neural Networks (ANNs) using Evolutionary Computation. The algorithm not only searches for the best 

network topology but also tunes hyper-parameters (e.g., learning or data augmentation parameters). The auto-

matic design is achieved using a representation with two distinct levels, where the outer level encodes the general 

structure of the network, and the inner level encodes the parameters associated with each layer. The allowed 

layers and hyper-parameter value ranges are defined by means of a human-readable Context-Free Grammar. 

The main contributions of this work are: 

• DENSER, a general framework based on evolutionary principles that automatically searches for the ade-

quate structure and parameterisation of large-scale deep networks that can have different layer types 

and/or goals; 

• An automatically generated CNN that without any prior knowledge is effective on the classification of the 

CIFAR-10 dataset, with an average accuracy of 94.27%; 

• The demonstration that ANNs evolved with DENSER generalises well. In concrete, an average accuracy of 

78.75% on the CIFAR-100 dataset is obtained by a network whose topology was evolved for the CIFAR-10 

dataset. To the best of our knowledge, this is the best result reported on the CIFAR-100 dataset by meth-

ods that automatically design CNNs. 

The best-trained models can be found in https://git.io/vNtYV. 

Proposed Approach: DENSER 
To promote the evolution of the structure and parameters of ANNs we propose DENSER: Deep Evolutionary Net-

work Structured Representation. DENSER gathers the basic ideas of Genetic Algorithms (GAs) and Dynamic Struc-

tured Grammatical Evolution (DSGE). 

Representation 
Each solution encodes an ANN by means of an ordered sequence of feedforward layers and their respective pa-

rameters; the learning and any other hyper-parameters can be encoded with everyone too. The representation of 

the candidate solution is made at two different levels: 

• GA Level encodes the macrostructure of the networks and is responsible for representing the sequence 

of layers that later serves as an indicator of the grammatical starting symbol. It requires the definition of 

the allowed structure of the networks, i.e., the valid sequence of layers. 

• DSGE Level encodes the parameters associated with a layer. The parameters and their allowed values or 

ranges are codified in the grammar that must be defined by the user. 

Crossover 
Two crossover operators are proposed, which are based on the different genotypic levels. In the context of the 

current work, a module does not stand for a set of layers that can be replicated multiple times but is rather a set 

of layers that belong to the same GA structural index. 

https://github.com/fillassuncao/denser-models
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Considering that all individuals have the same modules (with a possibly different number of layers) the first cross-

over operator is a one-point crossover that changes layers between two individuals, within the same module. 

The second crossover operators are a uniform crossover, that changes entire modules between two individuals. 

Mutation 
We develop a set of mutation operators, specifically targeted at promoting the evolution of ANNs. On the GA level, 

the mutations aim at manipulating the structure of the network: 

• Add layer a new layer is generated based on the starting symbol possibilities of the module where the 

layer is to be placed; 

• Replicate layer a layer is selected at random and copied into another valid position of the module. The 

copy is made by reference, i.e., if a parameter is changed in the layer all the copies are modified; 

• Remove layer a layer is selected and deleted from a given module. 

The above mutation operators only act on the general structure of the network; to change the parameters of the 

layers the following DSGE mutations are used: 

• Grammatical mutation an expansion possibility is replaced by another one; 

• Integer mutation a new integer value is generated (within the allowed range); 

• Float mutation a Gaussian perturbation is applied to a given float value. 

Experimental Results 
To test the approach, we perform experiments on the generation of CNNs for the classification of the CIFAR-10 

benchmark. The CIFAR-10 is made of 60000 instances, each a 32 x 32 RGB colour image that belongs to one of ten 

possible classes. The solutions evolved by DENSER are mapped to Keras models so that their performance can be 

measured. The goal of the task is the maximisation of the accuracy of the object recognition task. 

To analyse the generalisation and scalability ability of the evolved topologies we then take the best-found CNN 

topologies and test them on the classification of the CIFAR-100 benchmark. 

https://www.cs.toronto.edu/~kriz/cifar.html
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Evolution of CNNs for the CIFAR-10 
We conduct 10 evolutionary runs on the generation of CNNs for the classification of the CIFAR-10 dataset. For the 

generated networks we analyse their fitness (i.e., accuracy on the classification task), and the number of hidden-

layers. 

 

  

Evolution of the fitness (top) and many hidden-layers (bottom) of the best individuals across generations. 

https://cdv.dei.uc.pt/wp-content/uploads/2018/01/denser_bestfitness.png


Revision 1.0 (2018/05/18) 

 

 

103 of 152 

 

Figure depicts the evolution of the average fitness and number of layers of the best CNNs across generations. A 

brief perusal of the results indicates that evolution is occurring, and solutions tend to converge around the 80th 

generation. Two different and contradictory behaviours are observable. From the start of evolution and until ap-

proximately the 60th generation an increase in performance is accompanied by a decrease in the number of layers; 

this changes from the 60th generation until the last generation where an increase in performance is followed by 

an increase in the number of hidden-layers of the best networks. This analysis reveals an apparent contradiction, 

that is explained by the fact that in the first generation the randomly generated solutions have many layers, whose 

parameters are set at random. 

The topology of the best performing network found by DENSER. 

The fittest network found during evolution (in terms of validation accuracy) is represented in Figure 2. The most 

puzzling characteristic of the evolved network is the importance and number of dense layers that are used at the 

https://cdv.dei.uc.pt/wp-content/uploads/2018/01/best_evo_model.png
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end of the topology. To the best of our knowledge, the sequential use of such large number of dense layers is 

unprecedented, and it is fair to say that a human would never think of such topology, which makes this evolu-

tionary outcome remarkable. 

Once the evolutionary process is completed, the best network found in each run is re-trained 5 times. First, we 

train the networks with the same learning rate that is used during evolution (lr=0.01) but during 400 epochs (in-

stead of 10). With this setup, we obtain, on average, a classification accuracy of 88.41% on the test set. To further 

enhance the accuracy of the networks we adopt the strategy described by Snoek et al.: for each instance of the 

test set we generate 100 augmented images, and the prediction is the maximum value of the average confidence 

values on the 100 augmented images. Following this validation approach, the average accuracy on the test set of 

the best-evolved networks increases to 89.93%. 

To investigate if it is possible to increase the performance of the best networks we re-train them using the same 

strategy of CGP-CNN: a varying learning rate that starts at 0.01; on the 5th epoch it is increased to 0.1; by the 

250th epoch it is decreased to 0.01; and finally, at the 375th it is reduced to 0.001. With the previous training 

policy, the average accuracy of the fittest network increases to 93.38%. If performing data augmentation on the 

test set, the average accuracy is 94.13%, i.e., an average error of 5.87%. 

Method Accuracy  

DENSER 94.13% 10.81 x 106 

CGP-CNN (ResSet) 94.02% 1.68 x 106 

CGP-CNN (ConvSet) 93.25% 1.52 x 106 

Snoek et al. 93.63% – 

CoDeepNEAT 92.7% – 

The table of Figure shows a comparison with the best results reported by other methods. An analysis of the results 

shows that DENSER is the one that reports the highest accuracy. The number of trainable parameters is much 

higher in our methodology because we allow the placement of fully-connected layers in the evolved CNNs. In 

addition, during evolution, no prior knowledge is used to bias the search space. 

Generalisation to the CIFAR-100 
To test the generalisation and scalability of the evolved networks we take the best network generated by DENSER 

on the CIFAR-10 dataset and apply it to the classification of the CIFAR-100 dataset. For the network to work on 

the CIFAR-100 dataset we only change the SoftMax layer to have 100 output neurons, instead of 10. 

The training of each network is stochastic; the initial conditions are different, and they are trained using different 

instances of the dataset, because of the data augmentation process. Thus, and to further improve the results, we 

investigate if the approach proposed by Graham to test the performance of the fractional max-pooling increases 

the performance reported by our network. In brief words, instead of a single network, an ensemble is used, where 

each network that is part of the ensemble is the result of an independent training of the network. Using this 
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method, an ensemble of the same network trained 5 times reports a test accuracy of 77.51%, an ensemble of 10 

trains a test accuracy of 77.89%, and an ensemble of 12 trains a test accuracy of 78.14%. These results outperform 

those reported in the literature for the evolution of CNNs with a standard data augmentation methodology. 

Moreover, and instead of forming ensembles with the same network structure we also tested the performance 

of building an ensemble using by the two best network topologies found by DENSER, similarly to what is done by 

Real et al. Following this methodology, we obtain were able to increase the accuracy to 78.75%. 

Method Accuracy 

DENSER 78.75% 

Real et al. 77.00% 

Graham 73.61% 

Snoek et al. 72.60% 

The table of Figure 4 shows a comparison of the results obtained by DENSER on CIFAR-100 with those of other 

approaches. 

Deep Learning Use Cases 
Deep learning excels at identifying patterns in unstructured data, which most people know as media such as im-

ages, sound, video and text. Below is a list of sample use cases we’ve run across, paired with the sectors to which 

they pertain. 

General Use Case Industry 

Sound 

Voice Recognition UX/UI, Automotive, Security, IoT 

Voice Search Handset maker, Telecoms 

Sentiment Analysis CRM 

Flaw Detection Automotive, Aviation, Finance, Retail 

Fraud Detection Finance, Credit Cards 

Time Series 

Log Analysis/Risk Detection Data Centres, Security, Finance 
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Enterprise Resource Planning Manufacturing, Auto., Supply Chain 

Predictive Analytics using Sensor Data IoT, Smart Home, Hardware Manufacturing 

Business and Economics Analysis Finance, Accounting, Government 

Recommendation Engine E-Commerce, Media, Social Networks 

Text 

Sentiment Analysis CRM, Social Media, Reputation Management 

Augmented searches, Theme Detection Finance 

Threat Detection Social Media, Government 

Fraud Detection Insurance, Finance 

Image 

Facial Recognition Handset, Laptops, Security 

Image Watch Social Media 

Machine Vision Automotive, Aviation 

Photo Clustering Telecoms, Handset makers 

Video 

Motion Detection Gaming, UX/UI 

Real-Time Threat Detection Security, Airports, Government 

Feature Introspection 
Traditional machine learning has the advantage of feature introspection – that is, it knows why it is classifying an 

input in one way or another, which is important for analytics. But that very advantage is what excludes it from 

working with unlabelled and unstructured data, as well as attaining the record-breaking accuracy of the latest 

deep learning models. Feature engineering is one of the major choke-points of traditional machine learning since 

so few people can do it well and quickly enough to adapt to changing data. 
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For cases where feature introspection is necessary (e.g. the law requires that you justify a decision to, say, deny 

a loan due to predicted credit risk), we recommend using a deep net in an ensemble with machine-learning algo-

rithms, allowing each one to vote and relying on each for its strength. Alternatively, one can perform various 

analyses on the results of deep nets to form hypotheses about their decision-making. 

Text 

Named-Entity Recognition 

One use of deep-learning networks is named-entity recognition, which is a way to extract from unstructured, 

unlabelled data certain types of information like people, places, companies or things. That information can then 

be stored in a structured schema to build, say, a list of addresses or serve as a benchmark for an identity valida-

tion engine. 

Speech-to-Text 

With the proper data transforms, a deep network is capable of understanding audio signals. This can be used to 

identify snippets of sound in larger audio files and transcribe the spoken word as text. 

Image 

Object Recognition 

Object recognition is an algorithm’s ability to identify arbitrary objects – such as balls, animals, or even faces – 

within larger images. This is typically used in engineering applications to identify shapes for modelling purposes. 

It’s also used by social networks for photo tagging. Facebook’s Deep Face is a good example of a deep-learning 

application in this realm. 

Machines Vision + Natural-Language Processing 
Advances in reality capture and reality computing are making virtual and real worlds converge. One application 

of deep learning to this newly available data is to recognize and label objects in 3D environments, and in real life. 

From there, it’s a short step to simulated semantics, in which machines learn the nature and constraints of ob-

jects in the world, through their virtual representations, and then bring that understanding to the language they 

generate and ingest. We believe that is one of many futures in store for neural nets. 

  

https://en.wikipedia.org/wiki/Named-entity_recognition
https://pando.com/2014/02/16/convergence-what-happens-when-virtual-realities-take-over/
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Appendix A – Deep Learning Glossary 
The intent of this glossary is to provide clear definitions of the technical terms specific to deep artificial neural 

networks. It is a work in progress. 

Activation 
An activation, or an activation function, for a neural network, is defined as the mapping of the input to the output 

via a non-linear transform function at each “node”, which is simply a locus of computation within the net. Each 

layer in a neural net consists of many nodes, and the number of nodes in a layer is known as its width. 

Activation algorithms are the gates that determine, at each node in the net, whether and to what extent to trans-

mit the signal the node has received from the previous layer. A combination of weights (coefficients) and biases 

work on the input data from the previous layer to determine whether that signal surpasses a given threshold and 

is deemed significant. Those weights and biases are slowly updated as the neural net minimizes its error; i.e. the 

level of nodes’ activation change during learning. Deep Learning includes activation functions such as sigmoid, 

relu, tanh and ELU. These activation functions allow neural networks to make complex boundary decisions for 

features at various levels of abstraction. 

Adadelta 
Adadelta is an updater, or learning algorithm, related to gradient descent. Unlike SGD, which applies the same 

learning rate to all parameters of the network, Adadelta adapts the learning rate per parameter. 

• ADADELTA: An Adaptive Learning Rate Method 

Adagrad 
Adagrad, short for the adaptive gradient, is an updater or learning algorithm that adjusts the learning rate for each 

parameter in the net by monitoring the squared gradients during learning. It is a substitute for SGD and can be 

useful when processing sparse data. 

• Adaptive Subgradient Methods for Online Learning and Stochastic Optimization 

Adam 
Adam (Gibson) co-created Deeplearning4j. Adam is also an updater, like rmsprop, which uses a running average 

of the gradient’s first and second moment plus a bias-correction term. 

• Adam: A Method for Stochastic Optimization 

Affine Layer 
Affine is a fancy word for a fully connected layer in a neural network. “Fully connected” means that all the nodes 

of one layer connect to all the nodes of the subsequent layer. A restricted Boltzmann machine, for example, is a 

fully connected layer. Convolutional networks use affine layers interspersed with both their namesake convolu-

tional layers (which create feature maps based on convolutions) and downsampling layers, which throw out a lot 

of data and only keep the maximum value. “Affine” derives from the Latin affinis, which means bordering or con-

nected with. Each connection, in an affine layer, is a passage whereby input is multiplied by a weight and added 

https://deeplearning4j.org/glossary.html#nonlineartransformfunction
https://arxiv.org/abs/1212.5701
http://www.magicbroom.info/Papers/DuchiHaSi10.pdf
https://arxiv.org/abs/1412.6980


Revision 1.0 (2018/05/18) 

 

 

109 of 152 

 

to a bias before it accumulates with all other inputs at a given node, the sum of which is then passed through an 

activation function: e.g. output = activation(weight*input+bias), or y = f(w*x+b). 

AlexNet 
AlexNet is a deep convolutional network named after Alex Krizhevsky, a former student of Geoff Hinton’s at the 

University of Toronto, now at Google. AlexNet was used to win ILSVRC 2012 and foretold a wave of deep convo-

lutional networks that would set new records in image recognition. AlexNet is now a standard architecture: it 

contains five convolutional layers, three of which are followed by max-pooling (downsampling) layers, two fully 

connected (affine) layers – all of which ends in a soft-max layer. 

• ImageNet Classification with Deep Convolutional Neural Networks 

Attention Models 
Attention models “attend” to specific parts of an image in the sequence, one after another. By relying on a se-

quence of glances, they capture visual structure, much like the human eye is believed to function with foveation. 

This visual processing, which relies on a recurrent network to process sequential data, can be contrasted with 

other machine vision techniques that process a whole image in a single, forward pass. 

• DRAW: A Recurrent Neural Network For Image Generation. 

Auto-encoder 
Auto-encoders are at the heart of representation learning. They encode input, usually by compressing large vec-

tors into smaller vectors that capture their most significant features; that is, they are used for data compression 

(dimensionality reduction) as well as data reconstruction for unsupervised learning. A restricted Boltzmann ma-

chine is a type of autoresponder, and in fact, auto-encoders come in many flavours, including Variational Auto-

encoders, De-noising Auto-encoders and Sequence Auto-encoders. Variational auto-encoders have replaced 

RBMs in many labs because they produce more stable results. De-noising auto-encoders provide a form of regu-

larization by introducing Gaussian noise into the input, which the network learns to ignore in search of the true 

signal. 

• Auto-Encoding Variational Bayes 

• Stacked De-noising Auto-encoders: Learning Useful Representations in a Deep Network with a Local De-

noising Criterion 

• Semi-supervised Sequence Learning 

Back-propagation 
To calculate the gradient the relate weights to error, we use a technique known as back-propagation, which is also 

referred to as the backward pass of the network. Back-propagation is a repeated application of chain rule of cal-

culus for partial derivatives. The first step is to calculate the derivatives of the objective function with respect to 

the output units, then the derivatives of the output of the last hidden layer to the input of the last hidden layer; 

then the input of the last hidden layer to the weights between it and the penultimate hidden layer, etc. Here’s a 

derivation of back-propagation. And here’s Yann LeCun’s important paper on the subject. 

http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://arxiv.org/abs/1502.04623
https://arxiv.org/abs/1312.6114
http://www.jmlr.org/papers/volume11/vincent10a/vincent10a.pdf
http://www.jmlr.org/papers/volume11/vincent10a/vincent10a.pdf
https://arxiv.org/abs/1511.01432
https://deeplearning4j.org/glossary.html#gradient
http://web.cs.swarthmore.edu/~meeden/cs81/s10/BackPropDeriv.pdf
http://yann.lecun.com/exdb/publis/pdf/lecun-88.pdf
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A special form of back-propagation is called back-propagation through time, or BPTT, which is specifically useful 

for recurrent networks analysing text and time series. With BPTT, each time step of the RNN is the equivalent of a 

layer in a feed-forward network. To back-propagate over many time steps, BPTT can be truncated for efficiency. 

Truncated BPTT limits the time steps over which error is propagated. 

• Back-propagation Through Time: What It Does and How to Do It 

Batch Normalization 
Batch Normalization does what it says: it normalizes mini-batches as they’re fed into a neural-net layer. Batch 

normalization has two potential benefits: it can accelerate learning because it allows you to employ higher learning 

rates, and regularizes that learning. 

• Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift 

• Overview of mini-batch gradient descent (U. Toronto) 

Bayes Theorem 
Bayes’ Theorem is a mathematical framework for integrating new evidence with prior beliefs. For example, sup-

pose you’re sitting in your quiet suburban home and you hear something that sounds like a lion roaring. You have 

some prior beliefs that lions are unlikely to be near your house, so you figure that it’s probably not a lion. Probably 

it’s some weird machine of your neighbour's that just happens to sound like a lion, or some kids pranking you by 

playing lion noises, or something. You end up believing that there’s probably no lion nearby, but you do have a 

slightly higher probability of there being a lion nearby than you had before you heard the roaring noise. Bayes’ 

Theorem is just this kind of reasoning converted to math. source 

• Bayes Rules: A Theoretical Guide 

Bidirectional Recurrent Neural Networks 
A Bidirectional RNN has composed of two RNNs that process data in opposite directions. One reads a given se-

quence from start to finish; the other reads it from finish to start. Bidirectional RNNs are employed in NLP for 

translation problems, among other use cases. Deeplearning4j’s implementation of bidirectional Graves LSTMs is 

here. 

• Bidirectional Recurrent Neural Networks 

Binarization 
The process of transforming data into a set of zeros and ones. An example would be grey-scaling an image by 

transforming a picture from the 0-255 spectrum to a 0-1 spectrum. 

Boltzmann Machine 
“A Boltzmann machine learns internal (not defined by the user) concepts that help to explain (that can generate) 

the observed data. These concepts are captured by random variables (called hidden units) that have a joint distri-

bution (statistical dependencies) among themselves and with the data, and that allow the learner to capture highly 

non-linear and complex interactions between the parts (observed random variables) of any observed example 

(like the pixels in an image). You can also think of these higher-level factors or hidden units as another, more 

http://deeplearning.cs.cmu.edu/pdfs/Werbos.backprop.pdf
https://arxiv.org/abs/1502.03167
http://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
http://slatestarcodex.com/2016/09/12/its-bayes-all-the-way-up/
https://arbital.com/p/bayes_rule/?l=1zq
https://github.com/deeplearning4j/deeplearning4j/blob/master/deeplearning4j-core/src/main/java/org/deeplearning4j/nn/layers/recurrent/GravesBidirectionalLSTM.java
https://github.com/deeplearning4j/deeplearning4j/blob/master/deeplearning4j-core/src/main/java/org/deeplearning4j/nn/layers/recurrent/GravesBidirectionalLSTM.java
http://www.di.ufpe.br/~fnj/RNA/bibliografia/BRNN.pdf
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abstract, representation of the data. The Boltzmann machine is parametrized through simple two-way interactions 

between every pair of random variable involved (the observed ones as well as the hidden ones).” - Yoshua Bengio 

Channel 
Channel is a word used when speaking of convolutional networks. ConvNets treat colour images as volumes; that 

is, an image has height, width and depth. The depth is the number of channels, which coincide with how you 

encode colours. RGB images have three channels, for red, green and blue respectively. 

Class 
Used in classification a Class refers to a label applied to a group of records sharing similar characteristics. 

Confusion Matrix 
Also known as an error matrix or contingency table. Confusions matrices allow you to see if your algorithm is 

systematically confusing two labels, by contrasting your net’s predictions against a benchmark. 

Contrastive Divergence 
“Contrastive divergence is a recipe for training undirected graphical models (a class of probabilistic models used 

in machine learning). It relies on an approximation of the gradient (a good direction of change for the parameters) 

of the log-likelihood (the basic criterion that most probabilistic learning algorithms try to optimize) based on a 

short Markov chain (a way to sample from probabilistic models) started at the last example seen. It has been 

popularized in the context of Restricted Boltzmann Machines (Hinton & Salakhutdinov, 2006, Science), the latter 

being the first and most popular building block for deep learning algorithms.” ~Yoshua Bengio 

Convolutional Network (CNN) 
Convolutional networks are a deep neural network that is currently the state-of-the-art in image processing. They 

are setting new records in accuracy every year on widely accepted benchmark contests like ImageNet. 

From the Latin convolvere, “to convolve” means to roll together. For mathematical purposes, a convolution is the 

integral measuring how much two functions overlap as one passes over the other. Think of a convolution as a way 

of mixing two functions by multiplying them: a fancy form of multiplication. 

Imagine a tall, narrow bell curve standing in the middle of a graph. The integral is the area under that curve. 

Imagine near it a second bell curve that is shorter and wider, drifting slowly from the left side of the graph to the 

right. The product of those two functions’ overlap at each point along the x-axis is their convolution. So, in a sense, 

the two functions are being “rolled together.” 

Cosine Similarity 
It turns out two vectors are just 66% of a triangle, so let’s do a quick trig review. 

https://www.quora.com/What-is-an-intuitive-explanation-of-a-Boltzmann-machine
http://www.robots.ox.ac.uk/~ojw/files/NotesOnCD.pdf
https://deeplearning4j.org/glossary.html#graphicalmodels
https://deeplearning4j.org/glossary.html#gradient
https://deeplearning4j.org/glossary.html#loglikelihood
https://www.quora.com/What-is-contrastive-divergence
https://deeplearning4j.org/convolutionalnets.html
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Trigonometric functions like sine, cosine and tangent are ratios that use the lengths of a side of a right triangle 

(opposite, adjacent and hypotenuse) to compute the shape’s angles. By feeding the sides into ratios like these 

We can also know the angles at which those sides intersect. Remember SOH-CAH-TOA? 

Differences between word vectors, as they swing around the origin like the arms of a clock, can be thought of as 

differences in degrees. 

And like ancient navigators gauging the stars by a sextant, we will measure the angular distance between words 

using something called cosine similarity. You can think of words as points of light in a dark canopy, clustered to-

gether in constellations of meaning. 

To find that distance knowing only the word vectors, we need the equation for vector dot multiplication (multi-

plying two vectors to produce a single, scalar value). 

Cosine is the angle attached to the origin, which makes it useful here. (We normalize the measurements, so they 

come out as percentages, where 1 means that two vectors are equal, and 0 means they are perpendicular, bearing 

no relation to each other.) 

Data Parallelism and Model Parallelism 
Training a neural network on a very large dataset requires some form of parallelism, of which there are two types: 

data parallelism and model parallelism. 

• Data parallelism Let’s say you have a very large image dataset of 1,000,000 faces. Those faces can be 

divided into batches of 10, and then 10 separate batches can be dispatched simultaneously to 10 different 

http://mathworld.wolfram.com/SOHCAHTOA.html
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convolutional networks so that 100 instances can be processed at once. The 10 different CNNs would then 

train on a batch, calculate the error on that batch, and update their parameters based on that error. Then, 

using parameter averaging, the 10 CNNs would update a central, master CNN that would take the average 

of their updated parameters. This process would repeat until the entire dataset has been exhausted. 

• Model parallelism is another way to accelerate neural net training on very large datasets. Here, instead 

of sending batches of faces two separate neural networks, let’s imagine a different kind of image: an 

enormous map of the earth. Model parallelism would divide that enormous map into regions, and it would 

park a separate CNN in each region, to train on only that area and no other. Then, as each enormous map 

was peeled off the dataset to train the neural networks, it would be broken up and different patches of it 

would be sent to train on separate CNNs. No parameter averaging necessary here. 

Data Science 
Data science is the discipline of drawing conclusions from data using computation. There are three core aspects 

of effective data analysis: exploration, prediction, and inference. 

Deep-Belief Network (DBN) 
A deep-belief network is a stack of restricted Boltzmann machines, which are themselves a feed-forward autore-

sponder that learns to reconstruct input layer by layer, greedily. Pioneered by Geoff Hinton and crew. Because a 

DBN is deep, it learns a hierarchical representation of the input. Because DBNs learn to reconstruct that data, they 

can be useful in unsupervised learning. 

• A fast learning algorithm for deep belief nets 

Distributed Representations 
The Nupic community has a good explanation of distributed representations here. Other good explanations can 

be found on this Quora page. 

Downpour Stochastic Gradient Descent 
Downpour stochastic gradient descent is an asynchronous stochastic gradient descent procedure, employed by 

Google among others, that expands the scale and increases the speed of training deep-learning networks. 

Dropout 
Dropout is a hyperparameter used for regularization in neural networks. Like all regularization techniques, its pur-

pose is to prevent overfitting. Dropout randomly makes nodes in the neural network “drop out” by setting them 

to zero, which encourages the network to rely on other features that act as signals. That, in turn, creates more 

generalizable representations of data. 

• Dropout: A Simple Way to Prevent Neural Networks from Overfitting 

• Recurrent Neural Network Regularization 

DropConnect 
DropConnect is a generalization of Dropout for regularizing large fully-connected layers within neural networks. 

Dropout sets a randomly selected subset of activations to zero at each layer. DropConnect, in contrast, sets a 

randomly selected subset of weights within the network to zero. 

https://deeplearning4j.org/glossary.html#rbm
https://www.cs.toronto.edu/~hinton/absps/fastnc.pdf
https://github.com/numenta/nupic/wiki/Sparse-Distributed-Representations
https://www.quora.com/Deep-Learning/What-is-meant-by-a-distributed-representation
http://research.google.com/archive/large_deep_networks_nips2012.html
https://deeplearning4j.org/glossary.html#stochasticgradientdescent
https://www.cs.toronto.edu/~hinton/absps/JMLRdropout.pdf
https://arxiv.org/abs/1409.2329
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• Regularization of Neural Networks using DropConnect 

Embedding 
An embedding is a representation of the input or an encoding. For example, a neural word embedding is a vector 

that represents that word. The word is said to be embedded in vector space. Word2vec and GloVe are two tech-

niques used to train word embeddings to predict a word’s context. Because an embedding is a form of represen-

tation learning, we can “embed” any data type, including sounds, images and time series. 

Epoch vs. Iteration 
In the machine-learning parlance, an epoch is a complete pass through a given dataset. That is, by the end of one 

epoch, your neural network – be it a restricted Boltzmann machine, convolutional net or deep-belief network – 

will have been exposed to every record to an example within the dataset once. Not to be confused with an itera-

tion, which is simply one update of the neural net model’s parameters. Many iterations can occur before an epoch 

is over. Epoch and iteration are only synonymous if you update your parameters once for each pass through the 

whole dataset; if you update using mini-batches, they mean different things. Say your data has 2 mini batches: A 

and B..numIterations(3) performs training like AAABBB, while 3 epochs look like ABABAB. 

Epoch 
An Epoch is a complete pass through all the training data. A neural network is trained until the error rate is ac-

ceptable, and this will often take multiple passes through the complete dataset. 

Note An iteration is when parameters are updated and is typically less than a full pass. For example, if BatchSize 

is 100 and data size is 1,000 an epoch will have 10 iterations. If trained for 30 epochs there will be 300 iterations. 

Extract, transform, load (ETL) 
Data is loaded from disk or other sources into memory with the proper transforms such as binarization and nor-

malization. Broadly, you can think of a data pipeline as the process over gathering data from disparate sources 

and locations, putting it into a form that your algorithms can learn from, and then placing it in a data structure 

that they can iterate through. 

F1 Score 
An f1 score is a number between zero and one that explains how well the network performed during training. It is 

analogous to a percentage, with 1 being the best score and zero the worst. f1 is basically the probability that your 

net’s guesses are correct. 

F1 = 2 * ((precision * recall) / (precision + recall)) 

Accuracy measures how often you get the right answer, while f1 scores are a measure of accuracy. For example, 

if you have 100 fruits – 99 apples and 1 orange – and your model predicts that all 100 items are apples, then it is 

99% accurate. But that model failed to identify the difference between apples and oranges. f1 scores help you 

judge whether a model is doing well as classifying when you have an imbalance in the categories you’re trying to 

tag. 

An f1 score is an average of both precision and recall. More specifically, it is a type of average called the harmonic 

mean, which tends to be less than the arithmetic or geometric means. Recall answers: “Given a positive example, 

http://www.matthewzeiler.com/pubs/icml2013/icml2013.pdf
https://deeplearning4j.org/glossary.html#binarization
https://deeplearning4j.org/glossary.html#normalization
https://deeplearning4j.org/glossary.html#normalization
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how likely is the classifier going to detect it?” It is the ratio of true positives to the sum of true positives and false 

negatives. 

Precision answers “Given a positive prediction from the classifier, how likely is it to be correct?” It is the ratio of 

true positives to the sum of true positives and false positives. 

For f1 to be high, both recall and precision of the model must be high. 

Feed-Forward Network 
A neural network that takes the initial input and triggers the activation of each layer of the network successively, 

without circulating. Feed-forward nets contrast with recurrent and recursive nets in that feed-forward nets never 

let the output of one node circle back to the same or previous nodes. 

Gaussian Distribution 
A Gaussian, or normal, distribution, is a continuous probability distribution that represents the probability that 

any given observation will occur at different points of a range. Visually, it resembles what’s usually called a Bell 

curve. 

Gaussian Process 

Nando de Freitas’s lecture on Gaussian Processes. 

Generative Adversarial Networks (GANs) 
Generative Adversarial Networks (GANs) are a tool to conduct unsupervised learning, essentially pitting a genera-

tive net against a discriminative net. The first net tries to fool the second by mimicking the probability distribution 

https://deeplearning4j.org/glossary.html#activation
https://en.wikipedia.org/wiki/Normal_distribution
https://www.youtube.com/watch?v=4vGiHC35j9s
https://deeplearning4j.org/generative-adversarial-network
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of a training dataset to fool the discriminative net into judging that the generated data instance belongs to the 

training set. 

Global Vectors (GloVe) 
The glove is a generalization of Tomas Mikolov’s word2vec algorithms, a technique for creating neural word em-

beddings. It was first presented at NIPS by Jeffrey Pennington, Richard Socher and Christopher Manning of Stan-

ford’s NLP department. 

• GloVe: Global Vectors for Word Representation 

Gradient Descent 
The gradient is a derivative, which you will know from differential calculus. That is, it’s the ratio of the rate of 

change of a neural net’s parameters and the error it produces, as it learns how to reconstruct a dataset or make 

guesses about labels. The process of minimizing error is called gradient descent. Descending a gradient has two 

aspects: choosing the direction to step in (momentum) and choosing the size of the step (learning rate). 

Since MLPs are, by construction, differentiable operators, they can be trained to minimise any differentiable ob-

jective function using gradient descent. The basic idea of gradient descent is to find the derivative of the objective 

function with respect to each of the network weights, then adjust the weights in the direction of the negative 

slope. -Graves 

Gradient Clipping 
Gradient Clipping is one way to solve the problem of exploding gradients. Exploding gradients arise in deep net-

works when gradients associating weights and the net’s error become too large. Exploding gradients are fre-

quently encountered in RNNs dealing with long-term dependencies. One way to clip gradients is to normalize them 

when the L2 norm of a parameter vector surpasses a given threshold. 

Graphical Models 
A directed graphical model is another name for a Bayesian net, which represents the probabilistic relationships 

between the variables represented by its nodes. 

Gated Recurrent Unit (GRU) 
A GRU is a pared-down LSTM. GRUs rely on gating mechanisms to learn long-range dependencies while sidestep-

ping the vanishing gradient problem. They include reset and update gates to decide when to update the GRUs 

memory at each time step. 

Learning Phrase Representations using RNN Encoder-Decoder for Statistical Machine Translation 

Highway Networks 
Highway networks are an architecture introduced by Schmidhuber et al to let information flow unhindered across 

several RNN layers on so-called “information highways.” The architecture uses gating units that learn to regulate 

the flow of information through the net. Highway networks with hundreds of layers can be trained directly using 

SGD, which means they can support very deep architectures. 

• Highway Networks 

http://nlp.stanford.edu/pubs/glove.pdf
https://en.wikipedia.org/wiki/Differential_calculus
https://en.wikipedia.org/wiki/Gradient_descent
https://en.wikipedia.org/wiki/Bayesian_network
https://deeplearning4j.org/glossary.html#vanish
https://arxiv.org/abs/1406.1078v3
https://arxiv.org/abs/1505.00387
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Hyperplane 
“A hyperplane in an n-dimensional Euclidean space is a flat, n-1-dimensional subset of that space that divides the 

space into two disconnected parts. What does that mean intuitively? 

First, think of the real line. Now pick a point. That point divides the real line into two parts (the part above that 

point, and the part below that point). The real line has 1 dimension, while the point has 0 dimensions. So, a point 

is a hyperplane of the real line. 

Now think of the two-dimensional plane. Now pick any line. That line divides the plane into two parts (“left” and 

“right” or maybe “above” and “below”). The plane has 2 dimensions, but the line has only one. So, a line is a 

hyperplane of the 2d plane. Notice that if you pick a point, it doesn’t divide the 2d plane into two parts. So, one 

point is not enough. 

Now think of a 3d space. Now to divide the space into two parts, you need a plane. Your plane has two dimensions, 

your space has three. So, a plane is a hyperplane for a 3d space. 

OK, now we’ve run out of visual examples. But suppose you have a space of n dimensions. You can write down an 

equation describing an n-1-dimensional object that divides the n-dimensional space into two pieces. That’s a hy-

perplane.” -Quora 

International Conference on Learning Representations 
ICLR, pronounced “I-clear”. An important conference. See representation learning. 

International Conference for Machine Learning 
ICML, or the International Conference for Machine Learning, is a well-known and well attended machine-learn-

ing conference. 

ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 
The ImageNet Large Scale Visual Recognition Challenge is the formal name for ImageNet, a yearly contest held to 

solicit and evaluate the best techniques in image recognition. Deep convolutional architectures have driven error 

rates on the ImageNet competition from 30% to less than 5%, which means they now have human-level accuracy. 

Iteration 
An iteration is an update of weights after analysing a batch of input records. See Epoch for clarification. 

LeNet 
Google’s LeNet architecture is a deep convolutional network. It won ILSVRC in 2014 and introduced techniques 

for paring the size of a CNN, thus increasing computational efficiency. 

• Going Deeper with Convolutions 

Long Short-Term Memory Units (LSTM) 
LSTMs are a form of recurrent neural network invented in the 1990s by Sepp Hochreiter and Juergen Schmidhuber, 

and now widely used for image, sound and time series analysis, because they help solve the vanishing gradient 

https://www.quora.com/Support-Vector-Machines-What-is-an-intuitive-explanation-of-hyperplane/answer/Jerrod-Ankenman?srid=OfW
https://deeplearning4j.org/glossary.html#represent
https://arxiv.org/abs/1409.4842
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problem by using a memory gates. Alex Graves made significant improvements to the LSTM with what is now 

known as the Graves LSTM. 

• Original Paper: LONG SHORT-TERM MEMORY 

Log-Likelihood 
Log-likelihood is related to the statistical idea of the likelihood function. The likelihood is a function of the param-

eters of a statistical model. “The probability of some observed outcomes given a set of parameter values is referred 

to as the likelihood of the set of parameter values given the observed outcomes.” 

Logistic Regression 
Logistic regression behaves like an on-off switch, and is usually used for classification problems; e.g. does this data 

instance belong to category X or not? It produces a value between 1 and 0 that corresponds to the probability that 

the data belongs to a given class. 

Maximum Likelihood Estimation 
“Say you have a coin and you’re not sure it’s “fair.” So, you want to estimate the “true” probability it will come up 

heads. Call this probability P, and code the outcome of a coin flip as 1 if it’s heads and 0 if it’s tails. You flip the 

coin four times and get 1, 0, 0, 0 (i.e., 1 heads and 3 tails). What is the likelihood that you would get these outcomes, 

given P? Well, the probability of heads is P, as we defined it above. That means the probability of tails is (1 - P). So, 

the probability of 1 heads and 3 tails is P * (1 - P)3 [Edit: We call this the “likelihood” of the data]. If we “guess” 

that the coin is fair, that’s saying P = 0.5, so the likelihood of the data is L =.5 * (1 - .5)3 = .0625. What if we guess 

that P = 0.45? Then L = .45 * (1 - .45)3 = ~.075. So, P = 0.45 is a better estimate than P = 0.5, because the data are 

“more likely” to have occurred if P = 0.45 than if P = 0.5. At P = 0.4, the likelihood is 0.4 * (1 - 0.4)3 = .0864. At P = 

0.35, the likelihood is 0.35 * (1 - 0.35)3 = .096. In this case, it turns out that the value of P that maximizes the 

likelihood is P = 0.25. So that’s our “maximum likelihood” estimate for P. In practice, the max likelihood is harder 

to estimate than this (with predictors and various assumptions about the distribution of the data and error terms), 

but that’s the basic concept behind it.” –u/jacknbox 

So, in a sense, the probability is treated as an unseen, internal property of the data. A parameter. And the 

likelihood is a measure of how well the outcomes recorded in the data match our hypothesis about their proba-

bility; i.e. our theory about how the data is produced. The better our theory of the data’s probability, the higher 

the likelihood of a given set of outcomes. 

Model 
In neural networks, the model is the collection of weights and biases that transform input into output. A neural 

network is a set of algorithms that update models such that the models guess with less error as they learn. A 

model is a symbolic, logical or mathematical machine whose purpose is to deduce output from input. If a model’s 

assumptions are correct, then one must necessarily believe its conclusions. Neural networks produced trained 

models that can be deployed to process, classify, cluster and make predictions about data. 

MNIST 
MNIST is the “hello world” of deep-learning datasets. Everyone uses MNIST to test their neural networks, just to 

see if the networks at all. MNIST contains 60,000 training examples and 10,000 test examples of the handwritten 

http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
https://en.wikipedia.org/wiki/Likelihood_function#Log-likelihood
https://www.princeton.edu/~achaney/tmve/wiki100k/docs/Likelihood_function.html
https://deeplearning4j.org/logistic-regression
https://www.reddit.com/r/AskStatistics/comments/4mpl9q/eli5_maximum_likelihood_and_reml/d3y3zaw/
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numerals 0-9. These images are 28×28 pixels, which means they require 784 nodes on the first input layer of a 

neural network. MNIST is available for download here. 

Model Score 
As your model trains, the goal of training is to improve the “score” for the output or the overall error rate. The 

WebUI will present a graph of the score for each iteration. For text-based console output of the score as the model 

trains, you would use Score Iteration Listener. 

Nesterov’s Momentum 
Momentum also known as Nesterov’s momentum, influences the speed of learning. It causes the model to con-

verge faster to a point of minimal error. Momentum adjusts the size of the next step, the weight update, based 

on the previous step’s gradient. That is, it takes the gradient’s history and multiplies it. Before each new step, a 

provisional gradient is calculated by taking partial derivatives from the model, and the hyperparameters are ap-

plied to it to produce a new gradient. Momentum influences the gradient your model uses the next step. 

Multilayer Perceptron 
MLPs are perhaps the oldest form of deep neural network. They consist of multiple, fully connected feed-forward 

layers. 

Neural Machine Translation 
Neural machine translation maps one language to another using neural networks. Typically, recurrent neural net-

works are used to ingest a sequence from the input language and output a sequence in the target language. 

• Sequence of Sequence Learning with Neural Networks 

Noise-Contrastive Estimations (NCE) 
Noise-contrastive estimation offers a balance of computational and statistical efficiency. It is used to train classi-

fiers with many classes in the output layer. It replaces the soft-max probability density function, an approximation 

of a maximum likelihood estimator that is cheaper computationally. 

• Noise-contrastive estimation: A new estimation principle for unnormalized statistical models 

• Learning word embeddings efficiently with noise-contrastive estimation 

Non-linear Transform Function 
A function that maps input on a non-linear scale such as sigmoid or tanh. A non-linear function’s output is not 

directly proportional to its input. 

Normalization 
The process of transforming the data to span a range from 0 to 1. 

Objective Function 
Also called a loss function or a cost function, an objective function defines what success looks like when an algo-

rithm learns. It is a measure of the difference between a neural net’s guess and the ground truth; that is, the error. 

Measuring that error is a precondition to updating the neural net in such a way that its guesses generate less error. 

http://yann.lecun.com/exdb/mnist/
https://arxiv.org/abs/1409.3215
http://www.jmlr.org/proceedings/papers/v9/gutmann10a/gutmann10a.pdf
http://papers.nips.cc/paper/5165-learning-word-embeddings-efficiently-with-noise-contrastive-estimation.pdf
https://en.wikipedia.org/wiki/Sigmoid_function
https://en.wikipedia.org/wiki/Hyperbolic_function
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The error resulting from the loss function is fed into back-propagation to update the weights and biases that pro-

cess input in the neural network. 

One-Hot Encoding 
Used in classification and bag of words. The label for each example is all 0s, except for a 1 at the index of the actual 

class to which the example belongs. For BOW, the one represents the word encountered. 

Below is an example of one-hot encoding for the phrase “The quick brown fox”. 

Pooling 
Pooling, max pooling and average pooling are terms that refer to downsampling or subsampling within a convolu-

tional network. Downsampling is a way of reducing the amount of data flowing through the network, and there-

fore decreasing the computational cost of the network. Average pooling takes the average of several values. Max 

pooling takes the greatest of several values. Max pooling is currently the preferred type of downsampling layer in 

convolutional networks. 

Probability Density 
Probability densities are used in unsupervised learning, with algorithms such as auto-encoders, VAEs and GANs. 

“A probability density essentially says, “for a given variable (e.g. radius) what, at that particular value, is the likeli-

hood of encountering an event or an object (e.g. an electron)?” So, if I’m at the nucleus of an atom and I move to, 

say, one Angstrom away, at one Angstrom there is a certain likelihood I will spot an electron. But we like to not 

just ask for the probability at one point; we’d sometimes like to find the probability for a range of points: What is 

the probability of finding an electron between the nucleus and one Angstrom, for example. So, we add up (“inte-

grate”) the probability from zero to one Angstrom. For the sake of convenience, we sometimes employ “normali-

zation”; that is, we require that adding up all the probabilities over every possible value will give us 1.00000000 

(etc).” –u/beigebox 

Probability Distribution 
“A probability distribution is a mathematical function and/or graph that tells us how likely something is to happen. 

So, for example, if you’re rolling two dice and you want to find the likelihood of each possible number you can get, 

you could make a chart that looks like this. As you can see, you’re most likely to get a 7, then a 6, then an 8, and 

so on. The numbers on the left are the percent of the time where you’ll get that value, and the ones on the right 

are a fraction (they mean the same thing, just different forms of the same number). The way that if you use the 

distribution to find the likelihood of each outcome is this: 

https://www.reddit.com/r/explainlikeimfive/comments/yy7tv/eli5_probability_density_function/
https://upload.wikimedia.org/wikipedia/commons/1/12/Dice_Distribution_%28bar%29.svg
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There are 36 possible ways for the two dice to land. There are 6 combinations that get you 7, 5 that get you 6/8, 

4 that get you 5/9, and so on. So, the likelihood of each one happening is the number of possible combinations 

that get you that number divided by the total number of possible combinations. For 7, it would be 6/36, or 1/6, 

which you’ll notice is the same as what we see in the graph. For 8, it’s 5/36, etc. etc. 

The key thing to note here is that the sum of all the probabilities will equal 1 (or, 100%). That’s important because 

it’s essential that there be a result of rolling the two die every time. If all the percentages added up to 90%, what 

the heck is happening that last 10% of the time? 

So, for more complex probability distributions, the way that the distribution is generated is more involved, but the 

way you read it is the same. If, for example, you see a distribution that looks like this, you know that you’re going 

to get a value of μ 40% (corresponding to.4 on the left side) of the time whenever you do whatever the experiment 

or test associated with that distribution. 

The percentages in the shaded areas are also important. Just like earlier when I said that the sum of all the prob-

abilities must equal 1 or 100%, the area under the curve of a probability distribution must equal 1, too. You don’t 

need to know why that is (it involves calculus), but it’s worth mentioning. You can see that the graph I linked is 

helpfully labelled; the reason they do that is to show you that you what percentage of the time you’re going to 

end up somewhere in that area. 

So, for example, about 68% of the time, you’ll end up between -1σ and 1σ.” –u/corpuscle634 

Reconstruction Entropy 
After applying Gaussian noise, a kind of statistical white noise, to the data, this objective function punishes the 

network for any result that is not close to the original input. That signal prompts the network to learn different 

features to reconstruct the input better and minimize error. 

Rectified Linear Units 
Rectified linear units, or reLU, are a non-linear activation function widely applied in neural networks because they 

deal well with the vanishing gradient problem. They can be expressed so: f(x) = max(0, x), where activation is set 

to zero if the output does not surpass a minimum threshold, and activation increases linearly above that threshold. 

• Rectifier Non-linearities Improve Neural Network Acoustic Models 

• Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification 

• Rectified Linear Units Improve Restricted Boltzmann Machines 

• Incorporating Second-Order Functional Knowledge for Better Option Pricing 

Recurrent Neural Networks 
Recurrent neural networks are just a special form of shared weights. While “a multilayer perceptron (MLP) can 

only map from input to output vectors, whereas an RNN can in principle map from the entire history of previous 

inputs to each output. Indeed, the equivalent result to the universal approximation theory for MLPs is that an RNN 

with enough hidden units can approximate any measurable sequence-to-sequence mapping to arbitrary accuracy 

(Hammer, 2000). The key point is that the recurrent connections allow a ‘memory’ of previous inputs to persist in 

the network’s internal state, which can then be used to influence the network output. The forward pass of an RNN 

https://upload.wikimedia.org/wikipedia/commons/8/8c/Standard_deviation_diagram.svg
https://www.reddit.com/r/explainlikeimfive/comments/1aglls/eli5_probability_distributions/
https://deeplearning4j.org/glossary.html#objectivefunction
https://web.stanford.edu/~awni/papers/relu_hybrid_icml2013_final.pdf
https://arxiv.org/abs/1502.01852
http://www.cs.toronto.edu/~fritz/absps/reluICML.pdf
http://papers.nips.cc/paper/1920-incorporating-second-order-functional-knowledge-for-better-option-pricing.pdf
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is the same as that of an MLP with a single hidden layer, except that activations arrive at the hidden layer from 

both the current external input and the hidden layer activations one step back in time. “ -Graves 

“If you imagine a neural net as a 2D graph, an RNN is a 3D graph where the topology of every 2D slice is a duplicate 

of the original non-recurrent network. Every slice has connections going to the next slice, these inter-slice connec-

tions also have the same topology. The inter-slice connections represent connections in time, going into the future. 

So, when you are performing a back-propagation step, you might step into the prior layer, and/or you might also 

step into the prior time step.” – link 

Recursive Neural Networks 
Recursive neural networks learn data with structural hierarchies, such as text arranged grammatically, much like 

recurrent neural networks learn data structured by its occurrence in time. Their chief use is in natural-language 

processing, and they are associated with Richard Socher of Stanford’s NLP lab. 

• Recursive Deep Models for Semantic Compositionality Over a Sentiment Treebank 

Reinforcement Learning 
Reinforcement learning is a branch of machine learning that is goal oriented; that is, reinforcement learning algo-

rithms have as their objective to maximize a reward, often over the course of many decisions. Unlike deep neural 

networks, reinforcement learning is not differentiable. 

Representation Learning 
Representation learning is learning the best representation of the input. A vector, for example, can “represent” 

an image. Training a neural network will adjust the vector’s elements to represent the image better, or lead to 

better guesses when a neural network is fed the image. The neural net might train to guess the image’s name, for 

instance. Deep learning means that several layers of representations are stacked atop one another, and those 

representations are increasingly abstract; i.e. the initial, low-level representations are granular, and may represent 

pixels, while the higher representations will stand for combinations of pixels, and then combinations of combina-

tions, and so forth. 

Residual Networks (Resnet) 
Microsoft Research used deep Residual Networks to win ImageNet in 2015. ResNets create “shortcuts” across 

several layers (deep resnets have 150 layers), allowing the net to learn so-called residual mappings. ResNets are 

like nets with Highway Layers, although they’re data independent. Microsoft Research created ResNets by gener-

ating by different deep networks automatically and relying on hyperparameter optimization. 

• Deep Residual Learning for Image Recognition 

Restricted Boltzmann Machine (RBM) 
Restricted Boltzmann machines are Boltzmann machines that are constrained to feed input forward symmetrically, 

which means all the nodes of one layer must connect to all the nodes of the subsequent layer. Stacked RBMs are 

known as a deep-belief network, and are used to learn how to reconstruct data layer by layer. Introduced by Geoff 

Hinton, RBMs were partially responsible for the renewed interest in deep learning that began circa 2006. In many 

labs, they have been replaced with more stable layers such as Variational Auto-encoders. 

https://www.reddit.com/r/MachineLearning/comments/7f5pyt/d_those_who_are_working_professionally_in_ml/dqabe4k/
http://nlp.stanford.edu/~socherr/EMNLP2013_RNTN.pdf
https://www.wired.com/2016/01/microsoft-neural-net-shows-deep-learning-can-get-way-deeper/
https://arxiv.org/abs/1512.03385
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• A Practical Guide to Training Restricted Boltzmann Machines 

RMSProp 
RMSProp is an optimization algorithm like Adagrad. In contrast to Adagrad, it relies on a decay term to prevent 

the learning rate from decreasing too rapidly. 

• Optimization Algorithms (Stanford) 

• An overview of gradient descent optimization algorithms 

Score 
Measurement of the overall error rate of the model. The score of the model will be displayed graphically in the 

web UI or it can be displayed at the console. 

Skip-gram 
The prerequisite to a definition of skip-grams is one of the ngrams. An n-gram is a contiguous sequence of n 

items from a given sequence of text or speech. A unigram represents one “item,” a bigram two, a trigram three 

and so forth. Skipgrams are ngrams in which the items are not necessarily contiguous. This can be illustrated 

best with a few examples. Skipping is a form of noise, in the sense of noising and de-noising, which allows neural 

nets to better generalize their extraction of features. 

Soft-max 
Soft-max is a function used as the output layer of a neural network that classifies input. It converts vectors into 

class probabilities. Soft-max normalizes the vector of scores by first exponentiating and then dividing by a constant. 

• A Scalable Hierarchical Distributed Language Model 

Stochastic Gradient Descent 
Stochastic Gradient Descent optimizes gradient descent and minimizes the loss function during network training. 

Stochastic is simply a synonym for “random.” A stochastic process is a process that involves a random variable, 

such as randomly initialized weights. Stochastic derives from the Greek word stochazesthai, “to guess or aim at”. 

Stochastic processes describe the evolution of, say, a random set of variables, and as such, they involve some 

indeterminacy – quite the opposite of having precisely predicted processes that are deterministic and have just 

one outcome. 

The stochastic element of a learning process is a form of search. Random weights represent a hypothesis, an at-

tempt, or a guess that one tests. The results of that search are recorded in the form of a weight adjustment, which 

effectively shrinks the search space as the parameters move toward a position of less error. 

Neural-network gradients are calculated using back-propagation. SGD is usually used with mini batches, such that 

parameters are updated based on the average error generated by the instances of a whole batch. 

Support Vector Machine 
While support-vector machines are not neural networks, they are an important algorithm that deserves explana-

tion: 

https://www.cs.toronto.edu/~hinton/absps/guideTR.pdf
https://cs231n.github.io/neural-networks-3/
http://sebastianruder.com/optimizing-gradient-descent/
https://en.wikipedia.org/wiki/N-gram
https://en.wikipedia.org/wiki/N-gram
http://homepages.inf.ed.ac.uk/ballison/pdf/lrec_skipgrams.pdf
https://deeplearning4j.org/stackeddenoisingautoencoder.html
https://www.cs.toronto.edu/~amnih/papers/hlbl_final.pdf
https://en.wikipedia.org/wiki/Stochastic_gradient_descent
https://www.reddit.com/r/MachineLearning/comments/15zrpp/please_explain_support_vector_machines_svm_like_i/
https://www.reddit.com/r/MachineLearning/comments/15zrpp/please_explain_support_vector_machines_svm_like_i/
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An SVM is just trying to draw a line through your training points. So, it's just like regular old linear regression except 

for the following three details: (1) there is an epsilon parameter that means "If the line fits a point to within epsilon 

then that's good enough; stop trying to fit it and worry about fitting other points." (2) there is a C parameter and 

the smaller you make it the more you are telling it to find "non-wiggly lines". So, if you run SVR and get some crazy 

wiggly output that's obviously not right you can often make C smaller and it will stop being crazy. And finally (3) 

when there are outliers (e.g. bad points that will never fit your line) in your data they will only mess up your result 

a little bit. This is because SVR only gets upset about outliers in proportion to how far away they are from the line 

it wants to fit. This is contrasted with normal linear regression which gets upset in proportion to the square of the 

distance from the line. Regular linear regression worries too much about these bad points. TL;DR: SVR is trying to 

draw a line that gets within epsilon of all the points. Some points are bad and can't be made to get within epsilon 

and SVR doesn't get too upset about them whereas other regression methods flip out. 

• Reddit 

Tensors 
Here is an example of tensor along a dimension (TAD): 

Vanishing Gradient Problem 
The vanishing gradient problem is a challenge the confront back-propagation over many layers. Back-propagation 

establishes the relationship between a given weight and the error of a neural network. It does so through the 

chain rule of calculus, calculating how the change in each weight along a gradient affects the change in error. 

However, in very deep neural networks, the gradient that relates the weight change to the error change can be-

come very small. So small that updates in the net’s parameters hardly change the net’s guesses and error; so small, 

in fact, that it is difficult to know in which direction the weight should be adjusted to diminish error. Non-linear 

activation functions such as sigmoid and tanh make the vanishing gradient problem particularly difficult because 

the activation function tapers off at both ends. This has led to the widespread adoption of rectified linear units 

(reLU) for activations in deep nets. It was in seeking to solve the vanishing gradient problem that Sepp Hochreiter 

and Juergen Schmidhuber invented a form of a recurrent network called an LSTM in the 1990s. The inverse of the 

vanishing gradient problem, in which the gradient is impossibly small, is the exploding gradient problem, in which 

the gradient is impossibly large (i.e. changing a weight has too much impact on the error.) 

• On the difficulty of training recurrent neural networks 

Training 
The goal of training is to have your own trained network that you can either use right away or give to other users 

so that they can use your network completely standalone. 

https://www.reddit.com/r/MachineLearning/comments/2uynqa/please_explain_support_vector_regression_like_im/
http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf
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Training is done in steps. Each step takes elements of the teaching dataset in the batch and slowly fits the blocks 

of each layer with some coefficients so that the overall set of layers can give a result close to the expected out-

put. The activation functions used are in some sense mimicking the human memory process. 

After each teaching step, the network is tested for its accuracy using the provided test dataset. At this stage, the 

network is run with the current internal coefficients and compared with a previous version of itself to know 

whether it performs better or not. The score of each step gives the effectiveness of the network, and the closer 

the loss is to zero, the better the network is performing. So, while training your network, one of your goals 

should be to get that loss value as close to zero as possible. 

Transfer Learning 
Transfer learning is when a system can recognize and apply knowledge and skills learned in previous domains or 

tasks to novel domains or tasks. That is, if a model is trained on image data to recognize one set of categories, 

transfer learning applies if that same model is capable, with minimal additional training, or recognizing a different 

set of categories. For example, trained on 1,000 celebrity faces, a transfer learning model can be taught to recog-

nize members of your family by swapping in another output layer with the nodes “mom”, “dad”, “elder brother”, 

“younger sister” and training that output layer on the new classifications. 

Vector 
A vector is a data structure with at least two components, as opposed to a scalar, which has just one. For example, 

a vector can represent velocity, an idea that combines speed and direction: wind velocity = (50mph, 35 degrees 

North East). A scalar, on the other hand, can represent something with one value like temperature or height: 50 

degrees Celsius, 180 centimetres. 

Therefore, we can represent two-dimensional vectors as arrows on an x-y graph, with the coordinates x and y each 

representing one of the vector’s values. 

Two vectors can relate to one another mathematically, and similarities between them (and therefore between 

anything you can vectorize, including words) can be measured with precision. 

As you can see, these vectors differ from one another in both their length, or magnitude, and in their angle, or 

direction. The angle is what concerns us here. 

VGG 
VGG is a deep convolutional architecture that won the benchmark ImageNet competition in 2014. A VGG archi-

tecture is composed of 16–19 weight layers and uses small convolutional filters. 
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• Very Deep Convolutional Networks for Large-Scale Image Recognition 

Xavier Initialization 
The Xavier initialization is based on the work of Xavier Glorot and Yoshua Bengio in their paper “Understanding 

the difficulty of training deep feed-forward neural networks.” An explanation can be found here. Weights should 

be initialized in a way that promotes “learning”. The wrong weight initialization will make gradients too large or 

too small, and make it difficult to update the weights. Small weights lead to small activations, and large weights 

lead to large ones. Xavier weight initialization considers the distribution of output activations about input activa-

tions. Its purpose is to maintain same distribution of activations, so they aren’t too small (mean zero but with 

small variance) or too large (mean zero but with large variance). 

  

https://arxiv.org/abs/1409.1556
http://jmlr.org/proceedings/papers/v9/glorot10a/glorot10a.pdf
http://jmlr.org/proceedings/papers/v9/glorot10a/glorot10a.pdf
http://andyljones.tumblr.com/post/110998971763/an-explanation-of-xavier-initialization
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Appendix B – Deep Learning Algorithms Cheat Sheet 
With new neural network architectures popping up every now and then, it’s hard to keep track of them all. Know-

ing all the abbreviations being thrown around (DCIGN, BiLSTM, DCGAN, anyone?) can be a bit overwhelming at 

first. 

So, I decided to compose a cheat sheet containing many of those architectures. Most of these are neural networks, 

some are completely different beasts. Though these architectures are presented as novel and unique when I drew 

the node structures… their underlying relations started to make more sense. 

One problem with drawing them as node maps: it doesn’t really show how they’re used. For example, Variational 

auto-encoders (VAE) may look just like auto-encoders (AE), but the training process is quite different. The use-

cases for trained networks differ even more because VAEs are generators, where you insert noise to get a new 

sample. AEs, simply map whatever they get as input to the closest training sample they “remember”. I should add 

that this overview is in no way clarifying how each of the different node types works internally (but that’s a topic 

for another day). 

It should be noted that while most of the abbreviations used are generally accepted, not all of them are. RNNs 

sometimes refer to recursive neural networks, but most of the time they refer to recurrent neural networks. That’s 

not the end of it though, in many places you’ll find RNN used as a placeholder for any recurrent architecture, 

including LSTMs, GRUs and even the bidirectional variants. AEs suffer from a similar problem from time to time, 

where VAEs and DAEs and the like are called simply AEs. Many abbreviations also vary in the amount of “N”s to 

add at the end, because you could call it a convolutional neural network but also simply a convolutional network 

(resulting in CNN or CN). 

Composing a complete list is practically impossible, as new architectures are invented all the time. Even if pub-

lished it can still be quite challenging to find them even if you’re looking for them, or sometimes you just overlook 

some. So, while this list may provide you with some insights into the world of AI, please, by no means take this list 

for being comprehensive; especially if you read this post long after it was written. 

For each of the architectures depicted in the picture, I wrote a very, very brief description. You may find some of 

these to be useful if you’re quite familiar with some architectures, but you aren’t familiar with a one. 
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Feedforward Neural Networks (FF or FFNN) and Perceptrons (P)  
are very straightforward, they feed information from the front to the back (input and output, respectively). Neural 

networks are often described as having layers, where each layer consists of either input, hidden or output cells in 

parallel. A layer alone never has connections and in general two adjacent layers are fully connected (every neuron 

from one layer to every neuron to another layer). The simplest somewhat practical network has two input cells 

and one output cell, which can be used to model logic gates. One usually trains FFNNs through back-propagation, 

giving the network paired datasets of “what goes in” and “what we want to have coming out”. This is called su-

pervised learning, as opposed to unsupervised learning where we only give it input and let the network fill in the 

blanks. The error being back-propagated is often some variation of the difference between the input and the 

output (like MSE or just the linear difference). Given that the network has enough hidden neurons, it can theoret-

ically always model the relationship between the input and output. Practically their use is a lot more limited, but 

they are popularly combined with other networks to form new networks. 

Rosenblatt, Frank. “The perceptron: a probabilistic model for information storage and organization in the brain.” 

Psychological Review 65.6 (1958): 386. 

Original Paper PDF 

Radial Basis Function (RBF)  
Networks are FFNNs with radial basis functions as activation functions. There’s nothing more to it. Doesn’t mean 

they don’t have their uses, but most FFNNs with other activation functions don’t get their own name. This mostly 

has to do with inventing them at the right time. 

Broomhead, David S., and David Lowe. Radial basis functions, multi-variable functional interpolation and adaptive 

networks. No. RSRE-MEMO-4148. ROYAL SIGNALS AND RADAR ESTABLISHMENT MALVERN (UNITED KINGDOM), 

1988. 

Original Paper PDF 

Hopfield Network (HN)  
is a network where every neuron is connected to every other neuron; it is a completely entangled plate of spa-

ghetti as even all the nodes function as everything. Each node is input before training, then hidden during training 

and output afterwards. The networks are trained by setting the value of the neurons to the desired pattern after 

which the weights can be computed. The weights do not change after this. Once trained for one or more patterns, 

the network will always converge to one of the learned patterns because the network is only stable in those states. 

Note that it does not always conform to the desired state (it’s not a magic black box sadly). It stabilises in part due 

to the total “energy” or “temperature” of the network being reduced incrementally during training. Each neuron 

http://www.ling.upenn.edu/courses/cogs501/Rosenblatt1958.pdf
http://www.dtic.mil/cgi-bin/GetTRDoc?AD=ADA196234
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has an activation threshold which scales to this temperature, which if surpassed by summing the input causes the 

neuron to take the form of one of two states (usually -1 or 1, sometimes 0 or 1). Updating the network can be 

done synchronously or more commonly one by one. If updated one by one, a fair random sequence is created to 

organise which cells update in what order (fair random being all options (n) occurring exactly once every n items). 

This is so you can tell when the network is stable (done converging), once every cell has been updated and none 

of them changed, the network is stable (annealed). These networks are often called associative memory because 

the converge to the most similar state as the input; if humans see half a table we can image the other half, this 

network will converge to a table if presented with half noise and half a table. 

Hopfield, John J. “Neural networks and physical systems with emergent collective computational abilities.” Pro-

ceedings of the national academy of sciences 79.8 (1982): 2554-2558. 

Original Paper PDF 

Markov Chains (MC or Discrete-time Markov Chain, DTMC)  
are kind of the predecessors to BMs and HNs. They can be understood as follows: from this node where I am now, 

what are the odds of me going to any of my neighbouring nodes? They are memoryless (i.e. Markov Property) 

which means that every state you end up in depends completely on the previous state. While not really a neural 

network, they do resemble neural networks and form the theoretical basis for BMs and HNs. MC isn’t always 

considered neural networks, as goes for BMs, RBMs and HNs. Markov chains aren’t always fully connected either. 

Hayes, Brian. “First links in the Markov chain.” American Scientist 101.2 (2013): 252. 

Original Paper PDF 

Boltzmann Machines (BM)  
are a lot like HNs, but: some neurons are marked as input neurons and others remain “hidden”. The input neurons 

become output neurons at the end of a full network update. It starts with random weights and learns through 

back-propagation, or more recently through contrastive divergence (a Markov chain is used to determine the gra-

dients between two informational gains). Compared to an HN, the neurons mostly have binary activation patterns. 

As hinted by being trained by MCs, BMs are stochastic networks. The training and running process of a BM is fairly 

like an HN: one sets the input neurons to certain clamped values after which the network is set free (it doesn’t get 

a sock). While free the cells can get any value and we repetitively go back and forth between the input and hidden 

neurons. The activation is controlled by a global temperature value, which if lowered lowers the energy of the 

cells. This lower energy causes their activation patterns to stabilise. The network reaches an equilibrium given the 

right temperature. 

https://bi.snu.ac.kr/Courses/g-ai09-2/hopfield82.pdf
http://www.americanscientist.org/libraries/documents/201321152149545-2013-03Hayes.pdf
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Hinton, Geoffrey E., and Terrence J. Sejnowski. “Learning and relearning in Boltzmann machines.” Parallel distrib-

uted processing: Explorations in the microstructure of cognition 1 (1986): 282-317. 

Original Paper PDF 

Restricted Boltzmann Machines (RBM)  
are remarkably like BMs (surprise) and therefore also like HNs. The biggest difference between BMs and RBMs is 

that RBMs are a better usable because they are more restricted. They don’t trigger-happily connect every neuron 

to every other neuron but only connect every different group of neurons to every other group, so no input neurons 

are directly connected to other input neurons and no hidden to hidden connections are made either. RBMs can 

be trained like FFNNs with a twist: instead of passing data forward and then back-propagating, you forward pass 

the data and then backwards pass the data (back to the first layer). After that, you train with forward-and-back-

propagation. 

Smolensky, Paul. Information processing in dynamical systems: Foundations of harmony theory. No. CU-CS-321-86. 

COLORADO UNIV AT BOULDER DEPT OF COMPUTER SCIENCE, 1986. 

Original Paper PDF 

Auto-Encoders (AE)  
are somewhat like FFNNs as AEs are more like a different use of FFNNs than a fundamentally different architecture. 

The basic idea behind auto-encoders is to encode information (as in compress, not encrypt) automatically, hence 

the name. The entire network always resembles an hourglass-like shape, with smaller hidden layers than the input 

and output layers. AEs are also always symmetrical around the middle layer(s) (one or two depending on an even 

or odd number of layers). The smallest layer(s) is are almost always in the middle, the place where the information 

is most compressed (the chokepoint of the network). Everything up to the middle is called the encoding part, 

everything after the middle the decoding and the middle (surprise) the code. One can train them using backprop-

agation by feeding input and setting the error to be the difference between the input and what came out. AEs can 

be built symmetrically when it comes to weights as well, so the encoding weights are the same as the decoding 

weights. 

Bourlard, Hervé, and Yves Kamp. “Auto-association by multilayer Perceptrons and singular value decomposition.” 

Biological cybernetics 59.4-5 (1988): 291-294. 

Original Paper PDF 

Sparse Auto-Encoders (SAE)  
are in a way the opposite of AEs. Instead of teaching a network to represent a bunch of information in less “space” 

or nodes, we try to encode information in more space. So instead of the network converging in the middle and 

https://www.researchgate.net/profile/Terrence_Sejnowski/publication/242509302_Learning_and_relearning_in_Boltzmann_machines/links/54a4b00f0cf256bf8bb327cc.pdf
http://www.dtic.mil/cgi-bin/GetTRDoc?Location=U2&doc=GetTRDoc.pdf&AD=ADA620727
https://pdfs.semanticscholar.org/f582/1548720901c89b3b7481f7500d7cd64e99bd.pdf
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then expanding back to the input size, we blow up the middle. These types of networks can be used to extract 

many small features from a dataset. If one were to train an SAE the same way as an AE, you would in almost all 

cases end up with a pretty useless identity network (as in what comes in is what comes out, without any transfor-

mation or decomposition). To prevent this, instead of feeding back the input, we feedback the input plus a sparsity 

driver. This sparsity driver can take the form of a threshold filter, where only a certain error is passed back and 

trained, the other error will be “irrelevant” for that pass and set to zero. In a way, this resembles spiking neural 

networks, where not all neurons fire all the time (and points are scored for biological plausibility). 

Marc’Aurelio Ranzato, Christopher Poultney, Sumit Chopra, and Yann LeCun. “Efficient learning of sparse repre-

sentations with an energy-based model.” Proceedings of NIPS. 2007. 

Original Paper PDF 

Variational Auto-Encoders (VAE)  
have the same architecture as AEs but are “taught” something else: an approximated probability distribution of 

the input samples. It’s a bit back to the roots as they are a bit more closely related to BMs and RBMs. They do 

however rely on Bayesian mathematics regarding probabilistic inference and independence, as well as a re-para-

metrisation trick to achieve this different representation. The inference and independence parts make sense in-

tuitively, but they rely on somewhat complex mathematics. The basics come down to this: take influence into 

account. If one thing happens in one place and something else happens somewhere else, they are not necessarily 

related. If they are not related, then the error propagation should consider that. This is a useful approach because 

neural networks are large graphs (in a way), so it helps if you can rule out influence from some nodes to other 

nodes as you dive into deeper layers. 

Kingma, Diederik P., and Max Welling. “Auto-encoding Variational Bayes.” arXiv preprint arXiv:1312.6114 (2013). 

Original Paper PDF 

Denoising Auto-Encoders (DAE)  
are AEs where we don’t feed just the input data, but we feed the input data with noise (like making an image 

grainier). We compute the error the same way though, so the output of the network is compared to the original 

input without noise. This encourages the network not to learn details but broader features, as learning smaller 

features often turns out to be “wrong” due to it constantly changing noise. 

https://papers.nips.cc/paper/3112-efficient-learning-of-sparse-representations-with-an-energy-based-model.pdf
https://arxiv.org/pdf/1312.6114v10.pdf
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Vincent, Pascal, et al. “Extracting and composing robust features with denoising auto-encoders.” Proceedings of 

the 25th international conference on Machine learning. ACM, 2008. 

Original Paper PDF 

Deep Belief Networks (DBN)  
is the name given to stacked architectures of mostly RBMs or VAEs. These networks have been shown to be effec-

tively trainable stack by stack, where each AE or RBM only must learn to encode the previous network. This tech-

nique is also known as greedy training, where greedy means making locally optimal solutions to get to a decent 

but possibly not optimal answer. DBNs can be trained through contrastive divergence or back-propagation and 

learn to represent the data as a probabilistic model, just like regular RBMs or VAEs. Once trained or converged to 

a (more) stable state through unsupervised learning, the model can be used to generate new data. If trained with 

contrastive divergence, it can even classify existing data because the neurons have been taught to look for differ-

ent features. 

Bengio, Yoshua, et al. “Greedy layer-wise training of deep networks.” Advances in neural information processing 

systems 19 (2007): 153. 

Original Paper PDF 

Convolutional Neural Networks (CNN or deep convolutional neural networks, DCNN)  
are quite different from most other networks. They are primarily used for image processing but can also be used 

for other types of input such as for an audio. A typical use case for CNNs is where you feed the network images 

and the network classifies the data, e.g. it outputs “cat” if you give it a cat picture and “dog” when you give it a 

dog picture. CNNs tend to start with an input “scanner” which is not intended to parse all the training data at once. 

For example, to input an image of 200 x 200 pixels, you wouldn’t want a layer with 40 000 nodes. Rather, you 

create a scanning input layer of say 20 x 20 which you feed the first 20 x 20 pixels of the image (usually starting in 

the upper left corner). Once you passed that input (and possibly use it for training) you feed it the next 20 x 20 

pixels: you move the scanner one pixel to the right. Note that one wouldn’t move the input 20 pixels (or whatever 

scanner width) over, you’re not dissecting the image into blocks of 20 x 20, but rather you’re crawling over it. This 

input data is then fed through convolutional layers instead of normal layers, where not all nodes are connected to 

all nodes. Each node only concerns itself with close neighbouring cells (how close depends on the implementation, 

but usually not more than a few). These convolutional layers also tend to shrink as they become deeper, mostly 

by easily divisible factors of the input (so 20 would probably go to a layer of 10 followed by a layer of 5). Powers 

of two are very commonly used here, as they can be divided cleanly and completely by definition: 32, 16, 8, 4, 2, 

1. Besides these convolutional layers, they also often feature pooling layers. Pooling is a way to filter out details: 

a commonly found pooling technique is max pooling, where we take say 2 x 2 pixels and pass on the pixel with the 

most amount of red. To apply CNNs for audio, you basically feed the input audio waves and inch over the length 

of the clip, segment by segment. Real-world implementations of CNNs often glue an FFNN to the end to further 

http://machinelearning.org/archive/icml2008/papers/592.pdf
https://papers.nips.cc/paper/3048-greedy-layer-wise-training-of-deep-networks.pdf
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process the data, which allows for highly non-linear abstractions. These networks are called DCNNs but the names 

and abbreviations between these two are often used interchangeably. 

LeCun, Yann, et al. “Gradient-based learning applied to document recognition.” Proceedings of the IEEE 86.11 

(1998): 2278-2324. 

Original Paper PDF 

Deconvolutional Networks (DN) 
also called inverse graphics networks (IGNs), are reversed convolutional neural networks. Imagine feeding a net-

work the word “cat” and training it to produce cat-like pictures, by comparing what it generates to real pictures 

of cats. DNNs can be combined with FFNNs just like regular CNNs, but this is the point where the line is drawn with 

coming up with new abbreviations. They may be referenced as deep deconvolutional neural networks, but you 

could argue that when you stick FFNNs to the back and the front of DNNs that you have yet another architecture 

which deserves a new name. Note that in most applications one wouldn’t feed text-like input to the network, 

more likely a binary classification input vector. Think <0, 1> being cat, <1, 0> being dog and <1, 1> being cat and 

dog. The pooling layers commonly found in CNNs are often replaced with similar inverse operations, mainly inter-

polation and extrapolation with biased assumptions (if a pooling layer uses max pooling, you can invent exclusively 

lower new data when reversing it). 

Zeiler, Matthew D., et al. “Deconvolutional networks.” Computer Vision and Pattern Recognition (CVPR), 2010 IEEE 

Conference on. IEEE, 2010. 

Original Paper PDF 

Deep Convolutional Inverse Graphics Networks (DCIGN)  
have a somewhat misleading name, as they are VAEs but with CNNs and DNNs for the respective encoders and 

decoders. These networks attempt to model “features” in the encoding as probabilities, so that it can learn to 

produce a picture with a cat and a dog together, having only ever seen one of the two in separate pictures. Simi-

larly, you could feed it a picture of a cat with your neighbours’ annoying dog on it, and ask it to remove the dog, 

without ever having done such an operation. Demos have shown that these networks can also learn to model 

complex transformations on images, such as changing the source of light or the rotation of a 3D object. These 

networks tend to be trained with back-propagation. 

Kulkarni, Tejas D., et al. “Deep convolutional inverse graphics network.” Advances in Neural Information Processing 

Systems. 2015. 

Original Paper PDF 

http://yann.lecun.com/exdb/publis/pdf/lecun-98.pdf
http://www.matthewzeiler.com/pubs/cvpr2010/cvpr2010.pdf
https://arxiv.org/pdf/1503.03167v4.pdf
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Generative Adversarial Networks (GAN)  
are a different breed of networks, they are twins: two networks working together, GANs consist of any two net-

works (although often a combination of FFs and CNNs), with one, tasked to generate content and the other must 

judge content. The discriminating network receives either training data or generated content from the generative 

network. How well the discriminating network was able to correctly predict the data source is then used as part 

of the error for the generating network. This creates a form of competition where the discriminator is getting 

better at distinguishing real data from generated data and the generator is learning to become less predictable to 

the discriminator. This works well in part because even quite complex noise-like patterns are eventually predicta-

ble but generated content similar in features to the input data is harder to learn to distinguish. GANs can be quite 

difficult to train, as you don’t just have to train two networks (either of which can pose its own problems) but their 

dynamics need to be balanced as well. If prediction or generation becomes too good compared to the other, a 

GAN won’t converge as there is intrinsic divergence. 

Goodfellow, Ian, et al. “Generative adversarial nets.” Advances in Neural Information Processing Systems. 2014. 

Original Paper PDF 

Recurrent Neural Networks (RNN)  
are FFNNs with a time twist: they are not stateless; they have connections between passes, connections through 

time. Neurons are fed information not just from the previous layer but also from themselves from the previous 

pass. This means that the order in which you feed the input and train the network matters: feeding it “milk” and 

then “cookies” may yield different results compared to feeding it “cookies” and then “milk”. One big problem with 

RNNs is the vanishing (or exploding) gradient problem where, depending on the activation functions used, infor-

mation rapidly gets lost over time, just like very deep FFNNs lose information in depth. Intuitively this wouldn’t be 

much of a problem because these are just weights and not neuron states, but the weights through time are where 

the information from the past is stored; if the weight reaches a value of 0 or 1 000 000, the previous state won’t 

be very informative. RNNs can in principle be used in many fields as most forms of data that don’t have a timeline 

(i.e. unlike sound or video) can be represented as a sequence. A picture or a string of text can be fed one pixel or 

character at a time, so the time-dependent weights are used for what came before in the sequence, not actually 

from what happened x seconds before. In general, recurrent networks are a good choice for advancing or com-

pleting the information, such as auto-completion. 

Elman, Jeffrey L. “Finding structure in time.” Cognitive science 14.2 (1990): 179-211. 

Original Paper PDF 

Long / Short Term Memory (LSTM)  
networks try to combat the vanishing / exploding gradient problem by introducing gates and an explicitly defined 

memory cell. These are inspired mostly by circuitry, not so much biology. Each neuron has a memory cell and three 

gates: input, output and forget. The function of these gates is to safeguard the information by stopping or allowing 

https://arxiv.org/pdf/1406.2661v1.pdf
https://crl.ucsd.edu/~elman/Papers/fsit.pdf
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the flow of it. The input gate determines how much of the information from the previous layer gets stored in the 

cell. The output layer takes the job on the other end and determines how much of the next layer gets to know 

about the state of this cell. The forget gate seems like an odd inclusion at first but sometimes it’s good to forget: 

if it’s learning a book and a new chapter begins, it may be necessary for the network to forget some characters 

from the previous chapter. LSTMs have been shown to be able to learn complex sequences, such as writing like 

Shakespeare or composing primitive music. Note that each of these gates has a weight to a cell in the previous 

neuron, so they typically require more resources to run. 

Hochreiter, Sepp, and Jürgen Schmidhuber. “Long short-term memory.” Neural Computation 9.8 (1997): 1735-1780. 

Original Paper PDF 

Gated Recurrent Units (GRU)  
are a slight variation on LSTMs. They have one less gate and are wired slightly differently: instead of an input, 

output and a forget gate, they have an update gate. This update gate determines both how much information to 

keep from the last state and how much information to let in from the previous layer. The reset gate functions 

much like the forget gate of an LSTM but it’s located slightly differently. They always send out their full state, they 

don’t have an output gate. In most cases, they function very similarly to LSTMs, with the biggest difference being 

that GRUs is slightly faster and easier to run (but also slightly less expressive). In practice, these tend to cancel 

each other out, as you need a bigger network to regain some expressiveness which then, in turn, cancels out the 

performance benefits. In some cases where the extra expressiveness is not needed, GRUs can outperform LSTMs. 

Chung, Junyoung, et al. “Empirical evaluation of gated recurrent neural networks on sequence modelling.” arXiv 

preprint arXiv:1412.3555 (2014). 

Original Paper PDF 

Neural Turing Machines (NTM)  
can be understood as an abstraction of LSTMs and an attempt to un-black-box neural networks (and give us some 

insight into what is going on in there). Instead of coding a memory cell directly into a neuron, the memory is 

separated. It’s an attempt to combine the efficiency and permanency of regular digital storage and the efficiency 

and expressive power of neural networks. The idea is to have a content-addressable memory bank and a neural 

network that can read and write from it. The “Turing” in Neural Turing Machines comes from them being Turing 

complete: the ability to read and write and change state based on what it reads means it can represent anything 

a Universal Turing Machine can represent. 

Graves, Alex, Greg Wayne, and Ivo Danihelka. “Neural Turing machines.” arXiv preprint arXiv:1410.5401 (2014). 

Original Paper PDF 

http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
https://arxiv.org/pdf/1412.3555v1.pdf
https://arxiv.org/pdf/1410.5401v2.pdf
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Bidirectional Recurrent Neural Networks, Bidirectional Long/Short Term Memory 
Networks And Bidirectional Gated Recurrent Units (BiRNN, BiLSTM and BiGRU Re-
spectively)  
are not shown on the chart because they look the same as their unidirectional counterparts. The difference is that 

these networks are not just connected to the past, but also to the future. As an example, unidirectional LSTMs 

might be trained to predict the word “fish” by being fed the letters one by one, where the recurrent connections 

through time remember the last value. A BiLSTM would also be fed the next letter in the sequence on the back-

ward pass, giving it access to future information. This trains the network to fill in gaps instead of advancing infor-

mation, so instead of expanding an image on the edge, it could fill a hole in the middle of an image. 

Schuster, Mike, and Kuldip K. Paliwal. “Bidirectional recurrent neural networks.” IEEE Transactions on Signal Pro-

cessing 45.11 (1997): 2673-2681. 

Original Paper PDF 

Deep Residual Networks (DRN)  
are very deep FFNNs with extra connections passing input from one layer to a later layer (often 2 to 5 layers) as 

well as the next layer. Instead of trying to find a solution for mapping some input to some output across says 5 

layers, the network is enforced to learn to map some input to some output + some input. Basically, it adds an 

identity to the solution, carrying the older input over and serving it freshly to a later layer. It has been shown that 

these networks are very effective at learning patterns up to 150 layers deep, much more than the regular 2 to 5 

layers one could expect to train. However, it has been proven that these networks are just RNNs without the 

explicit time-based construction and they’re often compared to LSTMs without gates. 

He, Kaiming, et al. “Deep residual learning for image recognition.” arXiv preprint arXiv:1512.03385 (2015). 

Original Paper PDF 

Echo State Networks (ESN)  
are yet another different type of (recurrent) network. This one sets itself apart from others by having random 

connections between the neurons (i.e. not organised into neat sets of layers), and they are trained differently. 

Instead of feeding input and back-propagating the error, we feed the input, forward it and update the neurons for 

a while, and observe the output over time. The input and the output layers have a slightly unconventional role as 

the input layer is used to prime the network and the output layer acts as an observer of the activation patterns 

that unfold over time. During training, only the connections between the observer and the (soup of) hidden units 

are changed. 

http://www.di.ufpe.br/~fnj/RNA/bibliografia/BRNN.pdf
https://arxiv.org/pdf/1512.03385v1.pdf
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Jaeger, Herbert, and Harald Haas. “Harnessing nonlinearity: Predicting chaotic systems and saving energy in wire-

less communication.” science 304.5667 (2004): 78-80. 

Original Paper PDF 

Extreme Learning Machines (ELM) 
are basically FFNNs but with random connections. They look very similar to LSMs and ESNs, but they are not re-

current nor spiking. They also do not use backpropagation. Instead, they start with random weights and train the 

weights in a single step according to the least-squares fit (lowest error across all functions). This results in a much 

less expressive network but it’s also much faster than backpropagation. 

Cambria, Erik, et al. “Extreme learning machines [trends & controversies].” IEEE Intelligent Systems 28.6 (2013): 

30-59. 

Original Paper PDF 

Liquid State Machines (LSM)  
are similar soups, looking a lot like ESNs. The real difference is that LSMs are a type of spiking neural networks: 

sigmoid activations are replaced with threshold functions and each neuron is also an accumulating memory cell. 

So, when updating a neuron, the value is not set to the sum of the neighbours, but rather added to itself. Once 

the threshold is reached, it releases its’ energy to other neurons. This creates a spiking like a pattern, where noth-

ing happens for a while until a threshold is suddenly reached. 

Maass, Wolfgang, Thomas Natschläger, and Henry Markram. “Real-time computing without stable states: A new 

framework for neural computation based on perturbations.” Neural Computation 14.11 (2002): 2531-2560. 

Original Paper PDF 

Support Vector Machines (SVM)  
find optimal solutions for classification problems. Classically they were only capable of categorising linearly sepa-

rable data; say finding which images are of Garfield and which of Snoopy, with any other outcome not being pos-

sible. During training, SVMs can be thought of as plotting all the data (Garfields and Snoopys) on a graph (2D) and 

figuring out how to draw a line between the data points. This line would separate the data so that all Snoopys are 

on one side and the Garfields on the other. This line moves to an optimal line in such a way that the margins 

between the data points and the line are maximised on both sides. Classifying new data would be done by plotting 

a point on this graph and simply looking on which side of the line it is (Snoopy side or Garfield side). Using the 

kernel trick, they can be taught to classify n-dimensional data. This entails plotting points in a 3D plot, allowing it 

https://pdfs.semanticscholar.org/8922/17bb82c11e6e2263178ed20ac23db6279c7a.pdf
http://www.ntu.edu.sg/home/egbhuang/pdf/ieee-is-elm.pdf
https://web.archive.org/web/20120222154641/http:/ramsesii.upf.es/seminar/Maass_et_al_2002.pdf
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to distinguish between Snoopy, Garfield AND Simon’s cat, or even higher dimensions distinguishing even more 

cartoon characters. SVMs are not always considered neural networks. 

Cortes, Corinna, and Vladimir Vapnik. “Support-vector networks.” Machine learning 20.3 (1995): 273-297. 

Original Paper PDF 

Kohonen Networks (KN, Also Self-Organising (Feature) Map, SOM, SOFM) 
KNs utilise competitive learning to classify data without supervision. Input is presented to the network, after which 

the network assesses which of its neurons most closely match that input. These neurons are then adjusted to 

match the input even better, dragging along their neighbours in the process. How much the neighbours are moved 

depends on the distance of the neighbours to the best matching units. KNs are sometimes not considered neural 

networks either. 

Kohonen, Teuvo. “Self-organized formation of topologically correct feature maps.” Biological cybernetics 43.1 

(1982): 59-69. 

Original Paper PDF 
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Line through all 

data points. 
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Numerical 
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see what 
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driver of 
the model 
are 
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too simple 
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between 
variables 

o Overfitting 
Model Ten-
dency 

Logistic regres-
sion 

Continuous in 
range [0,1] 
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linear regres-
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http://image.diku.dk/imagecanon/material/cortes_vapnik95.pdf
http://cioslab.vcu.edu/alg/Visualize/kohonen-82.pdf
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Decision trees Continuous or 
discrete 

A graph that 
uses a branch-
ing method to 

match all possi-
ble outcomes of 

a decision 

o Easy to un-
derstand 

o Easy to in-
terpret vis-
ually 

o Can easily 
handle cat-
egorical 
features 

o Works well 
with 
boundaries 
parallel to 
feature axis 

o Not often 
used on its 
own for 
prediction 
because it’s 
also often 
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powerful 
enough for 
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data 

o Prone to 
overfitting 
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discrete 
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cision trees, 
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made with a 
sample of the 

data. Each tree 
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a full decision 
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models. 
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Gradient Boost-
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Continuous or 
discrete 

Uses even 
weaker decision 
trees, that are 
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cused on “hard” 
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o High Per-
forming 
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cal changes 
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o Not easy to 
understand 
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k-means Discrete ??? o Works well 
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amount of 
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Neural Net-
works 

Any Mimics the be-
haviour of the 
brain. NNets 
are intercon-

nected neurons 
that pass mes-
sages to each 
other. Deep 

Learning uses 
several layers of 
NNets put one 
after another 

o Can handle 
complex 
tasks – no 
other algo-
rithms 
come close 
to results 

o Very slow 
to train, be-
cause they 
have so 
many lay-
ers, re-
quires lot 
of re-
sources 

o Almost im-
possible to 
understand 
predictions 
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Appendix C – Deep Neural-network Pseudo Configuration 
Steps to configure Neural Networks (pseudo-code) 

Create DNNs Configuration: 
 Multi Layer Configuration conf = new NeuralNet Configuration // Start Configuration 

 Seed = Random_Seed // Random seed for same weight Initialization everytime 

 Gradient Normalization = GradientNormalization.ClipElementWiseAbsoluteValue // Error / Op-

timisation Function 

 Gradient Normalization Threshold = threshold_value // Threshold value for Normalization / Er-

ror / Optimisation function 

 Iterations = num_of_iterations // Number of Iteration over every batch of Dataset  

 Epochs = num_of_epochs // number of total run of whole data sets 

 Momentum = momentum_value_for_convergence // momentum for faster convergence 

 Optimization Algorithm = OptimizationAlgorithm.CONJUGATE_GRADIENT // choose optimisa-

tion algorithm 

 list = number_of_layers // number of layers in DNN 

 layer = LAYER_INDEX, LAYER_NAME, LAYER_TYPE = LossFunction.NEGATIVELOGLIKELIHOOD, 

ACTIVATION_FUNCTION, INPUT, OUPUT // define each layer as chained 

 pretrain = TRUE|FALSE // pre-train true on for RBMs… 

 backprop = TRUE|FALSE // backward error learning true or false 

 build // build the configuration 

 

 MultiLayer Network model = new Multi Layer Network conf // initialize the ANN 

 Model Fit on Data // run model on data for learning and verification 

 Model Eval data and ouput // evaluate the effectiveness of model over date with epocs 
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Appendix D – R vs Python vs Java for Data Science 
R: BELOVED BY DATA SCIENTISTS 
Originally developed by statisticians as an open-source alternative to expensive suites of statistical software like 

SAS and MATLAB, R is one of the most popular languages for data analysis. It’s been likened to Excel on steroids, 

able to sift through reams of data, execute sophisticated analyses, and produce publication-quality graphs and 

tables. What makes R special? In short, it’s a tool built with data analysis in mind. 

As data science has become critical to many businesses, R’s popularity has skyrocketed. Organizations as large and 

diverse as Google, Facebook, Microsoft, Bank of America, and the National Weather Service have all turned to R 

for reporting, analysis, and visualization.  

A key component of R is that, unlike object-oriented programming languages like Java or Python, R is a procedural 

language, meaning it relies on a series of step-by-step sub-routines to execute a programming task. The key dif-

ference here is that R uses procedures to operate on data, where object-oriented programming bundles proce-

dures and data together as parts of objects. The advantage of procedural programming is that it gives clear visibil-

ity into complex operations with lots of dependencies, which can be important for many data analysis tasks. The 

tradeoff is that this often requires more lines of code than object-oriented languages. 

Another benefit of R? It’s supported by a vibrant community of developers, especially academic statisticians and 

data scientists. 

Java: Speed at scale 
Java is powerful, portable, and scalable, which makes the platform perfect for building enterprise-scale applica-

tions and supporting rapid growth. Java also includes many tools, collectively known as the Java Platform. This 

robust, open-source development environment includes libraries, frameworks, APIs, the Java Runtime Environ-

ment, Java plug-ins, and the Java Virtual Machine (JVM). Taken together, these tools simplify coding with Java and 

support development at every level, giving developers everything they need to build Java web systems and appli-

cations. 

Java’s speed allows it to outperform other languages and frameworks, which is a big part of why it’s so well suited 

to large-scale applications. These performance gains are what prompted Twitter to shift its search engine to Java 

from Ruby on Rails and move more of its back-end stack to the Java Virtual Machine.  

Another key component of Java is that it comes as close to being 100% object-oriented as you can get. With that 

comes all the benefits of object-oriented programming, from ease of development to modular software to flexi-

bility and extensibility. As one of the most widely known programming languages, it’s easy to find and hire talented 

developers. What’s more, Java’s massive community of developers means that there’s lots of excellent documen-

tation around. 

Python: Built for flexibility 
Like Java, Python is built to handle high-traffic sites. It’s fast and efficient, with an emphasis on code readability. 

Python’s motto is “there should be one—and preferably only one—obvious way to do it.” That can mean there’s 

a bit of a learning curve as developers learn the ins and outs of Python syntax, but the upside is an ability to express 

concepts with fewer lines of code than would be possible in languages like C++ or Java. 
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Python’s other great strength is an extensive set of libraries that allow it to perform a wide array of tasks. In 

particular, the libraries NumPy and matplotlib enable Python to perform many of the analysis and plotting func-

tionalities of MATLAB. These libraries have since been built upon by a number of other libraries that extend Py-

thon’s functionality even further.  

In short, Python represents a compromise between R and Java, combining the sophistication of the former with 

the speed and scalability of the latter. 

Which Language Is Right for Your Data Needs? 
The short answer is that it depends on the kind of work you’re trying to do. A good rule of thumb might be if your 

work is closer to mathematics and statistics, R is probably your best bet. If your work is closer to programming, go 

with Python, and if you’re building enterprise-size products, take a look at Java. That said, many data scientists are 

increasingly turning to combinations of languages that allow them to take advantage of the individual strengths 

of each. 

R 
Great For:  

• In-Depth Statistical Analysis. Given that R was developed by and for statisticians, it’s no surprise that R is 

ideally suited to in-depth statistical analysis, whether you’re working with sensor data from an IOT device 

or elaborate financial models. What’s more, it’s very well supported by the statistics community through 

the CRAN repository, which contains literally thousands of packages that enable you to perform more 

elaborate analysis and visualization tasks.  

• High-Quality Reporting. Well-produced images convey more than numbers alone, and R places a great 

emphasis on easily producing high-quality graphs and charts. On top of that, its basic capabilities can be 

extended with a number of packages, including ggplot2, ggvis, googleVis, and rCharts. The Shiny frame-

work also allows you to turn those visuals into interactive web applications. 

Not Great For: 

• Performance. R was designed with data scientists in mind, not computers. As such, R is considerably 

slower than Python or Java. 

• Creating large-scale data products. In these instances, data scientists will often prototype in R and then 

switch to a more flexible language like Java or Python for actual product development. 

• Ease of Learning. If your background is in math or statistics, R’s array-oriented syntax can make imple-

mentation relatively straightforward. If you have programming experience, however, this approach is 

likely to seem counterintuitive. 

JAVA 
Great For:  

• Excellent Performance on Large-Scale Systems. Java’s speed makes it best for building large-scale sys-

tems. While Python is significantly faster than R, Java provides even greater performance than Python. 

https://www.upwork.com/hire/data-science-freelancers/
https://www.upwork.com/hiring/development/eye-on-the-iot-an-intro-to-the-internet-of-things/


Revision 1.0 (2018/05/18) 

 

 

145 of 152 

 

Speed and scalability are why Twitter, LinkedIn, and Facebook rely on Java as the backbone of their data 

engineering efforts.  

• Faster Development Time. The Java Virtual Machine (JVM) is a great environment for developing custom 

tools quickly. The programming language Scala runs on JVM and is popular with data scientists for its 

combination of object-oriented and functional programming. 

Not Great For: 

• Statistical modeling and visualization. Between these three languages, Java is definitely the least suited 

to hardcore analysis. Though packages do exist to add some of these functions, they’re neither as ad-

vanced nor as well supported as the ones you’ll find for Python and R. 

PYTHON 
Great For:  

• Workflow Integration. Python’s flexibility makes it a popular choice for developers who need to apply 

statistical techniques or data analysis in their work, or for data scientists whose tasks need to be inte-

grated with web apps or production environments. If you’re looking for a single tool to manage your entire 

data-related workflow, Python is a great option. 

• Machine Learning. The combination of specialized machine learning libraries (like scikit-learn, PyBrain, 

and TensorFlow) and general purpose flexibility makes Python uniquely suited to developing sophisti-

cated models and prediction engines that plug directly into the production system. 

Not Great For: 

• Highly specialized data tasks. Though the Python community is catching up, there are still hundreds of R 

packages that have no Python equivalents. If you’re looking for very specific capabilities, you might be 

better off with R. 

Hiring a Data Scientist? 
Now that you understand the differences between some of the major languages in data science, who do you need 

to set up and maintain your data infrastructure? Data scientists come from a variety of backgrounds. Some spe-

cialize more in performing statistical analysis, while some are more focused on building products that interface 

directly with production systems. Explore data scientists on Upwork. 
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Appendix E – Deep Learning Resources (Python, Java, R) – 
CNTK / DL4J 
Code Examples for Learning / Understanding 
Code will be hosted on GitHub @ https://meetnavpk.github.io/code/ and will have following Tech. Demos for 

Understanding ANNs/DNNs. 

• MNIST Example 

• XOR 

• Feed-forward 

• Convolutional 

• NLP 

• Recurrent 

• Transfer Learning 

• Spark Hadoop 

• CPU vs GPU 

• HyperparameterOptimisation 

Labs 
Labs will be hosted on GitHub @ https://meetnavpk.github.io/labs/ 

Industry Use Case Samples 
Labs will be hosted on GitHub @ https://meetnavpk.github.io/samples/ 
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Appendix F – Deep Learning Tooling Options 
The following table compares some of the most popular software frameworks, libraries and computer programs 

for deep learning. 
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Appendix G – AI Wikipedia Resources 
Artificial intelligence – Machine Learning – Deep Learning 

Theory 
Bias-variance dilemma – Computational learning theory – Empirical risk minimization – Occam learning – PAC 

learning – Statistical learning – VC theory 

Problems 
Classification – Clustering – Regression – Anomaly detection – Association rules – Reinforcement learning – 

Structured prediction – Feature engineering – Feature learning – Online learning – Semi-supervised learning – 

Unsupervised learning – Learning to rank – Grammar induction 

Supervised Learning 
Decision trees – Ensembles (Bagging, Boosting, Random forest) - k-NN – Linear regression – Naive Bayes – Neural 

networks – Logistic regression – Perceptron – Relevance vector machine (RVM) - Support vector machine (SVM) 

Clustering 
BIRCH – CURE – Hierarchical – k-means – Expectation–maximization (EM) -  

DBSCAN – OPTICS – Mean-Shift 

Dimensionality Reduction 
Factor analysis – CCA – ICA – LDA – NMF – PCA – t-SNE 

Structured Prediction 
Graphical models (Bayes net, CRF, HMM) 

Anomaly Detection 
k-NN – Local outlier factor 

Artificial Neural Networks 
Auto-encoder – Deep learning – Multilayer perceptron – RNN – Restricted Boltzmann machine – SOM – Convolu-

tional neural network 

Reinforcement Learning 
Q-learning – SARSA – Temporal difference (TD) 

Machine Learning Venues 
NIPS – ICML – ML – JMLR – ArXiv:cs. LG 

Related Articles 
List of datasets for machine-learning research – Outline of machine learning 
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